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Figure 1. We demonstrate DIFIX3D+ on both in-the-wild scenes (top) and driving scenes (bottom). Recent Novel-View Synthesis methods struggle in
sparse-input settings or when rendering views far from the input camera poses. DIFIX distills the priors of 2D generative models to enhance reconstruction
quality and can further act as a neural-renderer at inference time to mitigate the remaining inconsistencies. Notably, the same model effectively corrects
NeRF [37] and 3DGS [20] artifacts.

Abstract

Neural Radiance Fields and 3D Gaussian Splatting have
revolutionized 3D reconstruction and novel-view synthesis
task. However, achieving photorealistic rendering from ex-
treme novel viewpoints remains challenging, as artifacts
persist across representations. In this work, we introduce
DIFIX3D+, a novel pipeline designed to enhance 3D re-
construction and novel-view synthesis through single-step
diffusion models. At the core of our approach is DIFIX, a
single-step image diffusion model trained to enhance and
remove artifacts in rendered novel views caused by under-
constrained regions of the 3D representation. DIFIX serves
two critical roles in our pipeline. First, it is used during the
reconstruction phase to clean up pseudo-training views that

*/† Equal contribution/advising.

are rendered from the reconstruction and then distilled back
into 3D. This greatly enhances underconstrained regions
and improves the overall 3D representation quality. More
importantly, DIFIX also acts as a neural enhancer dur-
ing inference, effectively removing residual artifacts aris-
ing from imperfect 3D supervision and the limited capacity
of current reconstruction models. DIFIX3D+ is a general
solution, a single model compatible with both NeRF and
3DGS representations, and it achieves an average 2× im-
provement in FID score over baselines while maintaining
3D consistency.

1. Introduction
Recent advances in neural rendering, particularly Neural
Radiance Fields (NeRF) [37] and 3D Gaussian Splatting
(3DGS) [20], represent an important step towards photore-
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Figure 2. DIFIX3D+ pipeline. The overall pipeline of the DIFIX3D+ model involves the following stages: Step 1: Given a pretrained 3D representation,
we render novel views and feed them to DIFIX which acts as a neural enhancer, removing the artifacts and improving the quality of the noisy rendered views
(Sec. 4.1). The camera poses selected to render the novel views are obtained through pose interpolation, gradually approaching the target poses from the
reference ones. Step 2: The cleaned novel views are distilled back to the 3D representation to improve its quality (Sec. 4.2). Steps 1 and 2 are applied in
several iterations to progressively grow the spatial extent of the reconstruction and hence ensure strong conditioning of the diffusion model (DIFIX3D). Step
3: DIFIX additional acts as a real-time neural enhancer, further improving the quality of the rendered novel views.

alistic novel-view synthesis. However, despite their impres-
sive performance near training camera views, these meth-
ods still suffer from artifacts such as spurious geometry and
missing regions, especially when rendering less observed
areas or more extreme novel views. The issue persists even
for densely sampled captures collected under varying light-
ing conditions or with imperfect camera poses and calibra-
tion, hampering their suitability to real-world settings.

A core limitation of most NeRF and 3DGS approaches
is their per-scene optimization framework, which requires
carefully curated, view-consistent input data, and makes
them susceptible to the shape-radiance ambiguity [86],
where training images can be perfectly regenerated from a
3D representation that does not necessarily respect the un-
derlying geometry of the scene. Without the data priors,
these methods are also fundamentally limited in their abil-
ity to hallucinate plausible geometry and appearance in the
underconstrained regions, and can only rely on the inherent
smoothness of the underlying representation.

Unlike per-scene optimization based methods, large 2D
generative models (e.g. diffusion models) are trained on
internet-scale datasets, effectively learning the distribution
of real-world images. Priors learned by these models gen-
eralize well to a wide range of scenes and use cases, and
have been demonstrated to work on tasks such as inpaint-
ing [11, 64, 85] and outpainting [5, 62, 76]. However, the
best way to lift these 2D priors to 3D remains unclear. Many
contemporary methods query the diffusion model at each
training step [25, 41, 72, 89]. These approaches primarily
focus on optimizing object-centric scenes and scale poorly

to larger environments with more expansive sets of possible
camera trajectories [25, 41, 89]. Additionally, they are often
time-consuming [72].

In this work, we tackle the challenge of using 2D diffu-
sion priors to improve 3D reconstruction of large scenes in
an efficient manner. To this end, we build upon recent ad-
vances in single-step diffusion [22, 32, 49, 77, 78], which
greatly accelerate the inference speed of text-to-image gen-
eration. We show that these single-step models retain visual
knowledge that can, with minimal fine-tuning, be adapted
to “fix” artifacts present in NeRF/3DGS renderings. We
use this fine-tuned model (DIFIX) during the reconstruction
phase to generate pseudo-training views, which when dis-
tilled back into 3D, greatly enhance quality in undercon-
strained regions. Moreover, as the inference speed of these
models is fast, we also directly apply DIFIX to the outputs
of the improved reconstruction to further improve quality as
a real-time post-processing step (DIFIX3D+).

We make the following contributions: (i) We show how
to adapt 2D diffusion models to remove artifacts resulting
from rendering a 3D neural representation, with minimal
effort. The fine-tuning process takes only a few hours on
a single consumer graphics card. Despite the short train-
ing time, the same model is powerful enough to remove
artifacts in rendered images from both implicit representa-
tions such as NeRF and explicit representations like 3DGS.
(ii) We propose an update pipeline that progressively re-
fines the 3D representation by distilling back the improved
novel views, thus ensuring multi-view consistency and sig-
nificantly enhanced quality of the 3D representation. Com-

26025



pared to contemporary methods [26, 72] that query a diffu-
sion model at each training time step, our approach is >10×
faster. (iii) We demonstrate how single-step diffusion mod-
els enable near real-time post-processing that further im-
proves novel view synthesis quality. (iv) We evaluate our
approach across different datasets and present SoTA results,
improving PSNR by >1dB and FID by >2× on average.

2. Related Work

The field of scene reconstruction and novel-view synthe-
sis was revolutionized by the seminal NeRF [37] and
3DGS [20] works, which inspired a vast corpus of follow-
up efforts. In the following, we discuss a non-exhaustive
list of these approaches along axes relevant to our work.

Improving 3D reconstruction discrepancies. Most 3D
reconstruction methods assume perfect input data, yet real-
world captures often include slight inconsistencies that lead
to artifacts and blurriness when distilled into a 3D represen-
tation. To address this, several methods improve NeRF’s
robustness to noisy camera inputs by optimizng camera
poses [6, 21, 35, 39, 59, 69]. Other works focus on address-
ing lighting variations across images [34, 60, 73] and miti-
gating transient occlusions [48]. While these methods com-
pensate for input data inconsistencies during training, they
do not entirely eliminate them. This motivates our choice to
apply our fixer also at render time, further improving quality
in areas affected by these discrepancies (Sec. 4.2).

Priors for novel view synthesis. Numerous works ad-
dress the limitations of NeRF and 3DGS in reconstruct-
ing under-observed scene regions. Geometric priors, in-
troduced through regularization [38, 55, 75] or pretrained
models that provide depth [7, 45, 63, 90] and normal [82]
supervision, improve rendering quality in sparse-view set-
tings. However, these methods are sensitive to noise, dif-
ficult to balance with data terms, and yield only marginal
improvements in denser captures. Other works train feed-
forward neural networks with posed multi-view data col-
lected across numerous scenes. At render time, these ap-
proaches aggregate information from neighboring reference
views to either enhance a previously rendered view [88] or
directly predict a novel view [4, 31, 44, 79]. While these de-
terministic methods perform well near reference views, they
often produce blurry results in ambiguous regions where
the distribution of possible renderings is inherently multi-
modal.

Generative priors for novel view synthesis. Recently,
priors learned by the generative models have been increas-
ingly used to enhance novel view synthesis. GANeRF [46]
trains a per-scene generative adversarial network (GAN)
that enhances NeRF’s realism. Many other works use

diffusion models that learn strong and generalizable pri-
ors from internet scale datasets. These diffusion models
can either directly generate novel views with minimal fine-
tuning [8, 13, 81, 83] or guide the optimization of a 3D
representation. In the latter case, the diffusion model often
serves as scorer that need to be queried during each opti-
mization step [12, 25, 70, 72, 89], which significantly slows
down training. In contrast, Deceptive-NeRF [27] and, con-
currently with our work, 3D-Gaussian-Enhancer [28] use
diffusion priors to enhance pseudo-observations rendered
from the 3D representation, augmenting the training im-
age set for fine-tuning the 3D representation. Since this ap-
proach avoids querying the diffusion model at every train-
ing step, the overhead is significantly reduced. While our
work follows a similar direction, we diverge in two key as-
pects: (i) we introduce a progressive 3D update pipeline that
effectively corrects artifacts even in extreme novel views
while preserving long-range consistency and (ii) we use our
model both during optimization and at render-time, leading
to improved visual quality.

3. Background
3D Scene Reconstruction and Novel-View Synthesis.
Neural Radiance Fields (NeRFs) have transformed the field
of novel-view synthesis by modeling scenes as an emissive
volume encoded within the weights of a coordinate-based
multilayer perceptron (MLP). This MLP can be queried at
any spatial location to return the view-dependent radiance
c ∈ R3 and volume density σ ∈ R. The color of a ray
r(τ) = o + td with origin o ∈ R3 and direction d ∈ R3

can then be rendered from the above representation by sam-
pling points along the ray and accumulating their radiance
through volume rendering as:

C(p) =
N∑
i=1

αici

i−1∏
j

(1− αi) (1)

where αi = (1 − exp(−αiδi)), N denotes the number
of samples along the ray, and δi is the step size used for
quadrature.

Instead of representing scenes as a continuous neural
field, 3D Gaussian Splatting [20] uses volumetric particles
parameterized by their positions µ ∈ R3, rotation r ∈ R4,
scale s ∈ R3, opacity η ∈ R and color ci. Novel views can
be rendered from this representation using the same volume
rendering formulation from Eq. (1), where

αi = ηi exp
[
−1

2
(p− µi)

⊤
Σ−1

i (p− µi)

]
(2)

with Σ = RSSTRT and R ∈ SO(3) and S ∈ R3×3 are
the matrix representation of r and s, respectively. The num-
ber N of Gaussians that contribute to each pixel is deter-
mined through tile-base rasterization.
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Diffusion Models. DMs [16, 54, 57] learn to model the
data distribution pdata(x) through iterative denoising and are
trained with denoising score matching [16, 18, 33, 54, 56,
57, 61]. Specifically, to train a diffusion model, diffused
versions xτ = ατx + στϵ of the data x ∼ pdata are gener-
ated, by progressively adding Gaussian noise ϵ ∼ N (0, I).
Learnable parameters θ of the denoiser model Fθ are opti-
mized using the denoising score matching objective:

Ex∼pdata,τ∼pτ ,ϵ∼N (0,I)

[
∥y − Fθ(xτ ; c, τ)∥22

]
, (3)

where c represents optional conditioning information, such
as a text prompt or image context. Depending on the model
formulation, the target vector y is usually set as the added
noise ϵ. Finally, pτ denotes a uniform distribution over the
diffusion time variable τ . In practice a fixed discretization
can be used [16]. In this setting, pτ is often chosen as a
uniform distribution, pτ ∼ U(0, 1000). The maximum dif-
fusion time τ = 1000 is generally set such that the input
data is fully transformed into Gaussian noise.

4. Boosting 3D Reconstruction with DM priors
Given a collection of RGB images and corresponding cam-
era poses, our goal is to reconstruct a 3D representation
that enables realistic novel view synthesis from arbitrary
viewpoints, with particular emphasis on underconstrained
regions distant from the input camera positions. To achieve
this, we leverage the strong generative priors of a pre-
trained diffusion model during: (i) optimization to iter-
atively augment the training set with clean pseudo-views
that improve the underlying 3D representation in distant
and unobserved areas, and (ii) inference as a real-time post-
processing step that further reduces artifacts caused by in-
sufficient or inconsistent training supervision.

We first describe how to adapt a pretrained diffu-
sion model into an image-to-image translation model that
removes artifacts present in neural rendering methods
(Sec. 4.1) and the data curation strategy used to fine-tune
this model (Sec. 4.1.1). We then show how to use our fine-
tuned diffusion model to improve the novel view synthesis
quality of 3D representations in Sec. 4.2.

We visualize the overall DIFIX3D+ pipeline in Fig. 2 and
the architecture of our DIFIX diffusion model in Fig. 3.

4.1. DIFIX: From a Pretrained Diffusion Model to
a 3D Artifact Fixer

Given a rendered novel view Ĩ that may contain artifacts
from the 3D representation and a set of clean reference
views Iref, our model produces a refined novel view pre-
diction Î . We build our model on top of a single-step diffu-
sion model SD-Turbo [49], which has proven effective for
image-to-image translation tasks [40], for efficiency reasons
and to enable real-time post-processing during inference.

Reference view conditioning. We condition our model
on a set of clean reference views Iref, which in practice,
we select as the closest training view. Inspired by video
[1, 3, 9, 10, 13, 17, 53, 65, 66, 71, 84, 87] and multi-view
diffusion models [24, 26, 29, 30, 42, 50, 51, 74], we adapt
the self-attention layers into a reference mixing layer to cap-
ture cross-view dependencies. We start from concatenat-
ing novel view Ĩ and reference views Iref on an additional
view dimension and frame-wise encoded into latent space
E((Ĩ , Iref)) = z ∈ RV×C×H×W , where C is the number
of latent channels, V is input number of views (reference
views and target views) and H and W are the spatial la-
tent dimensions. The reference mixing layer operates by
first shifting the view axis to the spatial axis and reshap-
ing back after the self-attention operation as follows (using
einops [47] notation):

z′ ← rearrange(z, b c v (hw)→ b c (vhw))

z′ ← liϕ(z
′, z′)

z′ ← rearrange(z′, b c (vhw)→ b c v (hw)),

where liϕ is a self-attention layer applied over the vhw
dimension. This design allows us to inherit all module
weights from the original 2D self-attention. We found this
adaptation effective for capturing key information (e.g., ob-
jects, color, texture) from reference views, especially when
the quality of the original novel view is severely degraded.

Fine-tuning. We fine-tune SD-Turbo [49] in a similar
manner to Pix2pix-Turbo [40], using a frozen VAE en-
coder and a LoRA fine-tuned decoder. As in Image2Image-
Turbo [40], we train our model to directly take the degraded
rendered image Ĩ as input, rather than random Gaussian
noise, but apply a lower noise level (τ = 200 instead of
τ = 1000). Our key insight is that the distribution of images
degraded by neural rendering artifacts Ĩ resembles the dis-
tribution of images xτ originally used to train the diffusion
model at a specific noise level τ (Sec. 3). We validate this
intuition by performing single-step “denoising” of rendered
NeRF/3DGS images with artifacts, using a pre-trained SD-
Turbo model. As shown in Fig. 4, τ = 200 achieves the
best results both visually and in terms of metrics.

Losses. We supervise our diffusion model with losses de-
rived from readily available 2D supervision. We use the L2
difference between the model output Î and the ground-truth
image I along with a perceptual LPIPS loss (as described
in the supplement) in addition to a style loss term which
encourages sharper details. We do so via a Gram matrix
loss that defined as the L2 norm of the auto-correlation of
VGG-16 features [43]:

LGram =
1

L

L∑
l=1

βl

∥∥∥Gl(Î)−Gl(I)
∥∥∥
2
, (4)
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Figure 3. DIFIX architecture. DIFIX takes a noisy rendered image and a reference views as input (left), and outputs an enhanced version of the input
image with reduced artifacts (right). DIFIX also generates identical reference views, which we discard in practice and hence depict transparent. The model
architecture consists of a U-Net structure with a cross-view reference mixing layer (Sec. 4.1) to maintain consistency across reference views. DIFIX is
fine-tuned from SD-Turbo, using a frozen VAE encoder and a LoRA fine-tuned decoder.

= 200Input = 600 = 400 = 10

τ 1000 800 600 400 200 10
PSNR 12.18 13.63 15.64 17.05 17.73 17.72
SSIM 0.4521 0.5263 0.6129 0.6618 0.6814 0.6752

Figure 4. Noise level. To validate our hypothesis that the distribution
of images with NeRF/3DGS artifacts is similar to the distribution of noisy
images used to train SD-Turbo [49], we perform single-step “denoising”
at varying noise levels. At higher noise levels (e.g., τ = 600), the model
effectively removes artifacts but also alters the image context. At lower
noise levels (e.g., τ = 10), the model makes only minor adjustments,
leaving most artifacts intact. τ = 200 strikes a good balance, removing
artifacts while preserving context, and achieves the highest metrics.

with the Gram matrix at layer l defined as:

Gl(I) = ϕl(I)
⊤ϕl(I). (5)

The final loss used to train our model is the weighted sum
of the above terms: L = LRecon + LLPIPS + 0.5LGram.

4.1.1 Data Curation

To supervise our model with the above loss terms, we re-
quire access to a large dataset consisting of pairs of im-
ages containing artifacts typical in novel-view synthesis and
the corresponding “clean” ground truth images. A seem-
ingly straightforward strategy would be to train a 3D rep-
resentation with every nth frame and pair the remaining
ground truth images with the rendered “novel” views. This
sparse reconstruction strategy works well on the DL3DV
dataset [23], which contains camera trajectories that allow
us to sample novel views with significant deviation. How-
ever, it is suboptimal in most other novel view synthesis
datasets [2, 36] where even held-out views largely observe
the same region as the training views [70]. We therefore

Sparse Cycle Cross Model
Reconstruction Reconstruction Reference Underfitting

DL3DV [23] ✓ ✓
Internal RDS ✓ ✓ ✓

Table 1. Data curation. We curate a paired dataset featuring common
artifacts in novel-view synthesis. For DL3DV scenes [23], we employ
sparse reconstruction and model underfitting, while for internal real driving
scene (RDS) data, we utilize cycle reconstruction, cross reference, and
model underfitting techniques.

explore various strategies to increase the amount of training
examples (Tab. 1) :

Cycle Reconstruction. In nearly linear trajectories,
such as those found in autonomous driving datasets, we first
train a NeRF on the original path, and then render views
from a trajectory shifted 1-6 meters horizontally (which we
found to work well empirically). We then train a second
NeRF representation against these rendered views and use
this second NeRF to render degraded views for the original
camera trajectory (for which we have ground truth).

Model Underfitting. To generate more salient artifacts
than those obtained by merely holding out views, we under-
fit our reconstruction by training it with a reduced number
of epochs (25%-75% of the original training schedule). We
then render views from this underfitted reconstruction and
pair them with the corresponding ground truth images.

Cross Reference. For multi-camera datasets, we train
the reconstruction model solely with one camera and render
images from the remaining held out cameras. We ensure
visual consistency by selecting cameras with similar ISP.

4.2. DIFIX3D+: NVS with Diffusion Priors

Our trained diffusion model can be directly applied to en-
hance rendered novel views during inference (see (a) in
Tab. 4). However, due to the generative nature of the model,
this results in inconsistencies across different poses/frames,
especially in under-observed and noisy regions where our
model needs to hallucinate high-frequency details or even
larger areas. An example is shown in Fig. 8, where the first
column displays the NeRF result. Directly using DIFIX to
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Figure 5. In-the-wild artifact removal. We show comparisons on held-out scenes from the DL3DV dataset [23] (top, above the dashed line) and the
Nerfbusters [70] dataset (bottom). DIFIX3D+ corrects significantly more artifacts that other methods.

correct this novel view leads to inconsistent fixes. To ad-
dress this issue, we distill the outputs of our diffusion model
back into the 3D representation during training. This not
only improves the multi-view consistency, but also leads to
higher perceptual quality of the rendered novel views (see
(b-c) in Tab. 4). Furthermore, we apply a final neural en-
hancer step during rendering inference, effectively remov-
ing residual artifacts. (see (d) in Tab. 4).

DIFIX3D: Progressive 3D updates. Strong conditioning
of our diffusion-model on the rendered novel views and the
reference views is crucial for achieving multi-view consis-
tency and high fidelity to the input views. When the desired
novel trajectory is too far from the input views, the con-
ditioning signal becomes weaker and the diffusion model
is forced to hallucinate more. We therefore adopt an iter-
ative training scheme similar to Instruct-NeRF2NeRF [14]
that progressively grows the set of 3D cues that can be ren-
dered (multi-view consistently) to novel views and hence
increases the conditioning for the diffusion model.

Specifically, given a set of target views, we begin by op-
timizing the 3D representation using the reference views.
After every 1.5k iterations, we slightly perturb the ground-
truth camera poses toward the target views, render the re-
sulting novel view, and refine the rendering using the dif-
fusion model trained in Sec. 4.1. The refined images are
then added to the training set for another 1.5k iteration of
training. By progressively perturbing the camera poses, re-

fining the novel views, and updating the training set, this
approach gradually improves 3D consistency and ensures
high-quality, artifact-free renderings at the target views.

This progressive process allows us to progressively in-
crease the overlap of 3D cues between the reference and
target views, ultimately achieving consistent, artifact-free
renderings. See Supplementary Material for additional de-
tails about 3D update training.

DIFIX3D+: With Real-time Post Render Processing.
Due to the slight multi-view inconsistencies of the enhanced
novel views that we are distilling, and the limited capacity
of reconstruction methods to represent sharp details, some
regions remain blurry (The second last column in Fig. 8). To
further enhance the novel views, we use our diffusion model
as the final post-processing step at render time, resulting in
improvement across all perceptual metrics ((d) in Tab. 4),
while maintaining a high degree of consistency. Since DI-
FIX is a single-step model, the additional rendering time is
only 76 ms on a NVIDIA A100 GPU, over 10× faster than
standard diffusion models with multiple denoising steps.

5. Experiments
We first evaluate DIFIX3D+ on in-the-wild scenes against
several baselines and show its ability to enhance both NeRF
and 3DGS-based pipelines (Sec. 5.1). We further evalu-
ate the generality of our solution by enhancing automotive
scenes (Sec. 5.2). We ablate our design in Sec. 5.3.
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Nerfbusters Dataset DL3DV Dataset
Method PSNR↑ SSIM↑ LPIPS↓ FID↓ PSNR↑ SSIM↑ LPIPS↓ FID↓
Nerfbusters [70] 17.72 0.6467 0.3521 116.83 17.45 0.6057 0.3702 96.61
GANeRF [46] 17.42 0.6113 0.3539 115.60 17.54 0.6099 0.3420 81.44
NeRFLiX [88] 17.91 0.6560 0.3458 113.59 17.56 0.6104 0.3588 80.65
Nerfacto [58] 17.29 0.6214 0.4021 134.65 17.16 0.5805 0.4303 112.30
DIFIX3D (Nerfacto) 18.08 0.6533 0.3277 63.77 17.80 0.5964 0.3271 50.79
DIFIX3D+ (Nerfacto) 18.32 0.6623 0.2789 49.44 17.82 0.6127 0.2828 41.77
3DGS [20] 17.66 0.6780 0.3265 113.84 17.18 0.5877 0.3835 107.23
DIFIX3D (3DGS) 18.14 0.6821 0.2836 51.34 17.80 0.5983 0.3142 50.45
DIFIX3D+ (3DGS) 18.51 0.6858 0.2637 41.77 17.99 0.6015 0.2932 40.86

Table 2. Quantitative comparison on Nerfbusters and DL3DV datasets. The best result is highlighted in bold, and the second-best is underlined.

5.1. In-the-Wild Artifact Removal

DIFIX training. We train DIFIX on a random selection
of 80% of scenes (112 out of a total of 140) from the
DL3DV [23] benchmark dataset. We generate 80,000
noisy-clean image pairs using the dataset curation strate-
gies listed in Tab. 1, and simulate NeRF and 3DGS-based
artifacts in a 1:1 ratio.

Evaluation protocol. We evaluate DIFIX3D+ with Ner-
facto [58] and 3DGS [20] backbones on the 28 held out
scenes from the DL3DV [23] benchmark and the 12 cap-
tures in the Nerfbusters [70] dataset. We partition each
scene into a set of reference views used during training and
evaluate on the left-out target views. We generate these
splits for DL3DV by partitioning frames into two clusters
based on camera position, ensuring a substantial deviation
between reference and target views. We select reference
and target views in the Nerfbusters dataset following their
recommended protocol [70].

Baselines. We compare our Nerfacto and 3DGS DI-
FIX3D+ variants to their base methods. We also compare
to Nerfbusters [70], which uses a 3D diffusion model to
remove artifacts from NeRF1, GANeRF [46], which train
per-scene GAN that is used to enhance the realism of the
scene representation, and NeRFLiX [88], which aggregates
information from nearby reference views at inference time
to improve novel view synthesis quality. We use the gsplat
library2 for 3DGS-based experiments and the official imple-
mentation for all other methods and baselines.

Metrics. We calculate PSNR, SSIM [67], LPIPS [19] as
well as FID score [15] on novel views. More details are
available in the Supplementrary Material.

Results. We provide quantitative results in Tab. 2. Our
method outperforms all comparison methods by a signifi-

1Nerfbusters [70] uses a visibility map extracted from a NeRF model
trained on a combination of training and evaluation views and remove pix-
els that fall outside of that visibility map. This results in missing regions
in Fig. 5

2https://github.com/nerfstudio-project/gsplat
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Figure 6. Qualitative results on the RDS dataset. DIFIX for RDS was
trained on 40 scenes and 100,000 paired data samples.

Method PSNR↑ SSIM↑ LPIPS↓ FID↓
Nerfacto 19.95 0.4930 0.5300 91.38
Nerfacto + NeRFLiX 20.44 0.5672 0.4686 116.28
Nerfacto + DIFIX3D 21.52 0.5700 0.4266 77.83
Nerfacto + DIFIX3D+ 21.75 0.5829 0.4016 73.08

Table 3. Comparison of quantitative results on RDS dataset. The best
result is highlighted in bold.

cant margin across all metrics. Both DIFIX3D+ variants re-
duce LPIPS by 0.1 and FID by almost 3× relative to their re-
spective NeRF and 3DGS backbones, highlighting a signif-
icant improvement in perceptual quality and visual fidelity.
Furthermore, DIFIX3D+ also enhances PSNR, a pixel-wise
metric sensitive to color shifting, by about 1db, indicat-
ing that DIFIX3D+ maintains a high degree of fidelity with
original views (Sec. 4.2). We provide qualitative examples
in Fig. 5 that show how DIFIX3D+ corrects significantly
more artifacts that other methods, and additional videos in
the supplement to further illustrate how we maintain a high
degree of consistency across rendered frames.

5.2. Automotive Scene Enhancement

DIFIX training. We construct an in-house real driving
scene (RDS) dataset. The automotive capture rig contains
three cameras with 40 degree overlaps between each cam-
era. We train DIFIX with 40 scenes and generate 100,000
image pairs using the augmentation strategies listed in
Tab. 1.

Evaluation protocol. We evaluate DIFIX3D+ with a Ner-
facto backbone on 20 scenes (none of which are used during
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Nerfacto + Difix3D Nerfacto + Difix3D+NerfactoGT

3DGS + Difix3D 3DGS + Difix3D+3DGS

PSNR=15.46
LPIPS=0.3966

PSNR=18.00
LPIPS=0.3320

PSNR=18.09
LPIPS=0.3023

PSNR=17.19
LPIPS=0.3874

PSNR=18.27
LPIPS=0.2901

PSNR=18.63
LPIPS=0.2529

Figure 7. Qualitative ablation of real-time post-render processing:
DIFIX3D+ uses an additional neural enhancer step that effectively removes
residual artifacts, resulting in higher PSNR and lower LPIPS scores. The
images displayed in green or red boxes correspond to zoomed-in views of
the bounding boxes drawn in the main images.

Difix3D w/o ref 

Difix Difix 
+ single-step 3D update Difix3D+Nerfacto Difx3DGT

Figure 8. Qualitative ablation results of DIFIX3D+: The columns, la-
beled by method name, correspond to the rows in Tab. 4.

Method PSNR↑ SSIM↑ LPIPS↓ FID↓
Nerfacto 17.29 0.6214 0.4021 134.65
+ (a) (DIFIX) 17.40 0.6279 0.2996 49.87
+ (a) + (b) (DIFIX + single-step 3D update) 17.97 0.6563 0.3424 75.94
+ (a) + (b) + (c) (DIFIX3D) 18.08 0.6533 0.3277 63.77
+ (a) + (b) + (c) + (d) (DIFIX3D+) 18.32 0.6623 0.2789 49.44

Table 4. Ablation study of DIFIX3D+ on Nerfbusters dataset. We
compare a Nerfacto baseline to: (a) directly running DIFIX on rendered
views without 3D updates, (b) distilling DIFIX outputs via 3D updates in
a non-incremental manner, (c) applying the 3D updates incrementally, and
(d) add DIFIX as a post-rendering step.

DIFIX training). We train NeRF with the center camera and
evaluate the other two cameras as novel views.

Baselines and metrics. We compare our method to its
NeRF baseline and NeRFliX [88]. We use the same eval-
uation metrics as in Sec. 5.1.

Results. Similar to Sec. 5.1, our method outperforms its
baselines across all metrics (Tab. 3). Fig. 6 illustrates how
our method reduces artifacts across views in a consistent
manner.

5.3. Diagnostics

Pipeline components. We ablate our method by apply-
ing our pipeline components incrementally. We compare
a Nerfacto baseline to: (a) directly running DIFIX on ren-

Method τ SD Turbo Pretrain. Gram Ref LPIPS↓ FID↓
pix2pix-Turbo 1000 ✓ 0.3810 108.86

DIFIX 200 ✓ 0.3190 61.80
DIFIX 200 ✓ ✓ 0.3064 55.45
DIFIX 200 ✓ ✓ ✓ 0.2996 47.87

Table 5. Ablation study of DIFIX components on Nerfbusters
dataset. Reducing the noise level, conditioning on reference
views, and incorporating Gram loss improve our model.

dered views without 3D updates, (b) distilling DIFIX out-
puts via 3D updates in a non-incremental manner, (c) ap-
plying the 3D updates incrementally, and (d) add DIFIX
as a post-rendering step. We show quantitative results in
Tab. 4 averaged over the Nerfbusters [70] dataset. Qual-
itative ablation can be found in Fig. 8 and Fig. 7. Sim-
ply applying DIFIX to rendered outputs improves quality
for renderings close to reference views but performs poorly
in less observed regions, and causes flickering across ren-
dered. Distilling diffusion outputs via 3D updates improves
quality significantly but our incremental update strategy is
essential, as evidenced by the degradation in LPIPS and FID
when pseudo-views are added all at once. Visualization of
post-rendering results is provided in Fig. 7, showcasing no-
ticeable improvements in our outputs. These enhancements
are further validated by the metric improvements shown in
the last row of Tab. 4.

DIFIX training. We validate our DIFIX training strategy
by comparing to pix2pix-Turbo [40], which uses the same
SD-Turbo backbone with a higher noise value (τ = 1000
instead of τ = 200) and to variants of our methods that omit
reference view conditioning and Gram loss. Tab. 5 sum-
marizes our results averages over the Nerfbusters dataset.
Conditioning on reference views and with Gram loss fur-
ther improves the result of our model. We note that simply
decreasing the noise level from 1000 to 200 noticeably im-
proves LPIPS and FID significantly, validating our findings
in Fig. 4. The primary reason is that high noise level causes
the model to generate more hallucinated pixels that contra-
dict the ground truth, resulting in poorer generalization on
the test dataset. See Supplementary Material for visual ex-
amples.

6. Conclusion
We introduced DIFIX3D+, a novel pipeline for enhancing
3D reconstruction and novel-view synthesis. At its core
is DIFIX, a single-step diffusion model that can operate at
near real time on modern NVIDIA GPUs. DIFIX improves
3D representation quality through a progressive 3D update
scheme and enables real-time artifact removal during infer-
ence. Compatible with both NeRF and 3DGS, it achieves a
2× improvement in FID scores over baselines while main-
taining 3D consistency, showcasing its effectiveness in ad-
dressing artifacts and enhancing photorealistic rendering.
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Zollhöfer, and Christian Richardt. VR-NeRF: High-fidelity
virtualized walkable spaces. In SIGGRAPH Asia, 2023. 3

[74] Yinghao Xu, Hao Tan, Fujun Luan, Sai Bi, Peng Wang, Ji-
ahao Li, Zifan Shi, Kalyan Sunkavalli, Gordon Wetzstein,
Zexiang Xu, and Kai Zhang. DMV3D: Denoising Multi-
View Diffusion using 3D Large Reconstruction Model. arXiv
preprint arXiv:2311.09217, 2023. 4

[75] Jiawei Yang, Marco Pavone, and Yue Wang. Freenerf: Im-
proving few-shot neural rendering with free frequency regu-
larization. In CVPR, 2023. 3

[76] Jinze Yang, Haoran Wang, Zining Zhu, Chenglong Liu,
Meng Wymond Wu, Zeke Xie, Zhong Ji, Jungong Han, and
Mingming Sun. Vip: Versatile image outpainting empow-
ered by multimodal large language model. In ACCV, 2024.
2
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