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Solid Modeling

Representations are needed for nonrigid, flexible, jointed objects. Work on transformu

tions that bend and twist objects is described in Chapter 20, Many objects cannot Iy

specified with total accuracy: rather, their shapes are defined by parameters constrained 1o

lie within a range of values. These are known as ““toleranced”” objects. and correspond 1
real objects turned out by machines such us lathes and stampers [REQUS4]. New
representations are heing developed to encode toleranced objects [GOSSES).

Common to all designed objects is the concept of “features,”” such as holes an
chamfers, that are designed for specific purposes. One current area of research is explorin,
the possibility of recognizing features automatically and inferring the designer’s intent for
what each feature should accomplish [PRATS4]. This will allow the design to be checked 1
ensure that the features perform as intended. For example, if certain features are designed to
give a part strength under pressure, then their ability to perform this function could Iy
validated automatically. Future operations on the object could also be checked to ensure
that the features™ functionality was not compromised

EXERCISES

12.1 Define the results of performing LU* and for two polyhedral objects in the same way as thy

result of performing M was defined in Section 12.2. Explamn how the resulting object is constrained
to be a regular set, and specify how the normal is determined for cach of the object’s faces.

12.2 Consider the task of determining whether or not a legal solid is the null object (which has

volume). How difficult is it 1o perform this test in each of (he representations discussed?

12.3 Consider a system whose objects are represented as sweeps and can be operated on using the
regularized Boolean set operators. What restrictions must be placed on the objects to ensure closure
124 Implement the algorithms for performing Boolean set aperations on qus

12,5 Explain why an implementation of Boolean sel operations on quadirees or octrees does niot

need o address the distinction between the ordinary and regulanzed
11 3

idirees or on octrees
operations described in Section

12.6 Although the peometric implications of applying the regularized Boolean set operators an
unambiguous, it is less clear how object properties should be treated. For example, what properties

should be assigned to the intersection of two objects made of different materials? In mxleling actual

objects, this question is of little importance. but in the artificial world of graphics, it is possible 1o
intersect any two materials. What solutions do you think would be useful?

12.7 Explain how a quadiree or octree could be used to speed up 2D or 3D picking in a graphics
package.
12.8 Describe how to perform point classification in primitive instancing. b-rep,

spatial occupancy
enumeration, and CSG
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13.1 ACHROMATIC LIGHT

vehromatic light is what we see on a black-and-white Icic\l-i\inn WI, or t|l..\i'p.|1.l_\' Im‘\:!:::.: “I\‘:
Iserver of achromatic light normally experiences none of the %L‘!t.\'.lll\lﬂ\. ml .?.\\'. l..“ ‘L“um
4. blue. yellow, and so on. Quantity of light is the only altribute UII.%L 1|“nnr.1ms.. [L_T.m;
Ouantity of light can be discussed in the physics sense of energy, in W I.u-Th .-.I@LI . ;il\. “.1
intensity and luminance are used, or in the px)m'hnln;:lc;ll sense ol |1cru..1\u I.H,U. ; ‘['\.m,,_.
which case the term brightness is used. As we shall discuss shortly, these two concept:
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564 Achromatic and Colored Light

related but are not the same. It is useful to associate a scalar with different intensity level
defining 0 as black and 1 as white: intensity levels between 0 and 1 represent different gray

A black-and-white television can produce many different intensities at a single pixel
position. Line printers, pen plotters, and electrostatic plotters produce only two levels: thi
white (or light gray) of the paper and the black (or dark gray) of the ink or toner deposited
on the paper. Certain techniques, discussed in later sections, allow such inherently bileves
devices to produce additional intensity levels.

13.1.1 Selecting Intensities—Gamma Correction

Suppose we want to display 256 different intensities. Which 256 intensity levels should w
use? We surely do not want 128 in the range of 0 to 0.1 and 128 more in the range of (.9 10
1.0, since the transition from 0.1 to 0.9 would certainly appear discontinuous. We mighi
initially distribute the levels evenly over the range O to 1, but this choice ignores an
important characteristic of the eye: that it is sensitive to ratios of intensity levels rather than
to absolute values of intensity. That is, we perceive the intensities 0.10 and 0.11 as differing
just as much as the intensities 0.50 and 0.55. (This nonlinearity is easy to observe: Cycl
through the settings on a three-way 50-100-150-watt lightbulb; you will see that the step
from 50 to 100 seems much greater than the step from 100 to 150.) On a brightness (that is
perceived intensity) scale, the differences between intensities of 0.10 and 0.11 and between
intensities ot 0.50 and 0.55 are equal. Therefore, the intensity levels should be spaced
logarithmically rather than linearly, to achieve equal steps in brightness.

To find 256 intensities starting with the lowest attainable intensity I, and going to a
maximum intensity of 1.0, with each intensity r times higher than the preceding intensity,
we use the following relations:

L= 1y Iy =rly L= rl; =y, I, = rl, = Plyy oo By = 1P, = 1. (13.1)

Therefore,

P (VR = Pl = (VL) ]y = 5505 for 0 < j < 255, (13.2)

and in general for n + | intensities,
ro= (V)™ 1 = [ for 0 = j=n. (13.3)

With just four intensities (n = 3) and an /, of + (an unrealistically large value chosen for
illustration only), Eq. (13.3) tells us that r = 2, yielding intensity values of 44 and 1.

The minimum attainable intensity /, for a CRT is anywhere from aboutf; up to4 of the
maximum intensity of 1.0. Therefore, typical values of I, are between 0.005 and 0.025. The
minimum is not 0, because of light reflection from the phosphor within the CRT. The ratio
between the maximum and minimum intensities is called the dynamic range. The exact
value for a specific CRT can be found by displaying a square of white on a field of black and
measuring the two intensities with a photometer. This measurement is taken in a completely
darkened room, so that reflected ambient light does not affect the intensities. With an I, of
0.02, corresponding to a dynamic range of 50, Eq. (13.2) yields r = 1.0154595 . . ., and
the first few and last two intensities of the 256 intensities from Eq. (13.1) are 0.0200,
0.0203, 0.0206, 0.0209, 0.0213, 0.0216, . . ., 0.9848, 1.0000.
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‘ is a trick s, and

Displaying the intensities defined by Eq.b(IB.l) O?tfa,e?;:ﬁﬁe; :;zj?/n Isgzc(ej; - and

cordine them on film is even more difficult, because o n 5 L and
1;?’;1 ;2% instance, the intensity of light output by a phosphor is related to the number

elect N in the beam by
o I = kN” (13.4)

~, tants ‘i d ‘ h o 3 ATYO )] C; 0 I‘ - l'h b
[or constants an Y. 1 leue ()t 14 15 1n the ldnce ..,.2 to 2., fof most CR S.O 06 num 60]
I* = in p p

{ 5 the con grl \’Oltac N which 18 turn pi T )]lal {
i*? 3;@‘:“‘0“5 N 15 pI’OpOI‘thndl to ll(?l d ge ]I ll
ii%:value V Spe(:)ﬁed fOI the plxel- Ihelefolﬁ, 10‘ Some Othel COHS(dnt K,

I =KV, or V=KW (13.5)

1 « 3 o 1 h a
Now, given a desired intensity /, we first determine the nearest /; by sc?archmg tl})ég?g
7 : s equivalent:
table of the available intensities as calculated from Eq. (13.1) or from its eq

j = ROUND(og(Ill,)). (13.6)

;’%fterj is found, we calculate
[ - f}I ( 1 .5 . ; )
J a-

: i sity 1., by using Eq.
The next step is to determine the pixel value V; needed to create the intensity /;, by g Eq

(13.5): -
V; = ROUND ((Ij/K)lf”“). (13.8)

i i : iate pixels. If there
If the raster display has no look-up table, then V; 1s placgd in the deroprlatf: pfug:l: o
is a look-up table, then j is placed in the pixet and V; is plgced 1r} gmry jl() he tablé N
5 The values of K, 7y, and I, depend on the CRT in use, so1n pxjacugce :;%4 (;{; C;z) oty
L e actual measurement of intensities [ : \ 3
e o i is called gamma correction, SO
- in this general manner 1s called gamm '
; 89]. Use of the look-up table in this g¢ : o %0
fﬁnib fol the exponent in Eq. (13.4). If the display has hardware gamma correction, t f
. han V. is placed in either the refresh buffer or look-up table. ‘ o
e f ratio-based intensity values and gamma correction, quantization
Without the use of ratio-bas s 2 ‘ fon, aion
errors (from approximating a true intensity value with a dmplayab]g mtensfn‘y va{ljui:ce e
morf; éonspicuous near black than near white. For mstlance, w;th'z‘l bltb’. balr; e
intensities, a quantization round-off error of as m\:wh as gz = O.O31)xs,U pf)SStthe.ratiOi oo
ercent of /intensity value 5, and only 3 percent of mtensu}f va!ue 1.0. Using the o bused
?ntensities and gamma correction, the maximum quantization error as a per g
i ived i ity) is stant.
tness (perceived intensity) is cons N " e mean
bng]}\ natu(r}z)al question is, ‘“How many intensities are enough? }I;’{y ‘aneugtwhwthat o
tinuous-tone black-and-white 1mage such th
the number needed to reproduce a con - ck-and uch that ¢
reproduction appears to be continuous. This appearance Is ach:eved'when‘ 'ttl?ém}t,](; S
pleSs (below this ratio, the eye cannot distinguish between mteng ies L e ;* ils
([){VYSZSZ p. 569]. Thus, the appropriate value for n, the number of intensity ,
found by equating r to 1.01 in Eq. (13.3):

p= (U™ or 101 = (V)" (13.9)
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TABLE 13.1 DYNAMIC RANGE (1//) AND NUMBER OF REQUIRED INTENSITIES
n = log,o1/k) FOR SEVERAL DISPLAY MEDIA

Display media ['ypical dynamic range Number of intensities, o
CRT 50-200 400-530
Photographic prints 100 465
Photographic slides 1O0N) 700
Coated paper printed in B/W 100 465
Coated paper printed in color 50 400
Newsprint printed in B/W 10 234
B/w black and white
Solving lor n gives
n = log, w174y, (13.10)

where 1/1, is the dynamic range of the device.

The dynamic range 1/1; for several display media. and the corresponding 1, which is the
number of intensity levels needed to maintain r = 1.01 and at the same time to use the full
dynamic range. are shown in Table 13.1. These are theoretical values, assuming perfect
slight blurring due to ink bleeding and small amounts

reproduction processes. In practice,
ably for print media. For instance,

of random noise in the reproduction decreases n consider
yeraph; and the succeeding hive Figs. 13.210 13.6
16. 32. and 64 intensity levels. With four and eight
ntensity level and the next are quite

Fig. 13.1 shows a continuous-tone phote

reproduce the same photograph at 4, 8.
levels. the transitions or contours between one 1
the ratio r between successive intensities is considerably greater that

conspicuous, because
for these particular

the ideal 1.01. Contouring is barely detectable with 32 levels, and

Fig. 13.2 A continuous-tone photo-
graph reproduced with four intensity
levels. (Courtesy of Alan Paeth, Uni-
versity of Waterloo Computer Graph-
ics Lab.)

Fig. 13.1 A continuous-tone photo
graph.

Achromatic Light

Fig. 13.4 A continuous-tone photo-
graph reproduced with 16 intensity
jevels. (Courtesy of Alan Paeth, Uni-
versity of Waterloo Computer Graph-
ics Lab.)

Fig. 13.3 A continuous-tone photo-
yraph reproduced with eight intensity
evels. (Courtesy of Alan Paeth, Uni-
versity of Waterloo Computer Graph-
ics Lab.)

-

Fig. 13.6 A continuous-tone photo-
graph reproduced with 64 intensity
levels. (Courtesy of Alan Paeth, Uni levels, Differences from the picture in
versity of Waterloo Computer Graph- Fig. 13.5 are quite subtle. (Courtesy

of Alan Paeth, University of Waterloo

ics Lab.)
Computer Graphics Lab.)

Fig. 13.56 A continuous-tone photo
graph reproduced with 32 intensity

h 64. This suggests that 64 intensity levels is the absolute minimum

hlack-and-white images on paper such
ctly black room, however, the

images disappears W it
ontour-free printing of continuous-1one
For a well-adjusted CRT in a perfe
ore levels are demanded.

needed for ¢
as is used in this book.
higher dynamic range means that many 0
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Fig. 13.7 Enlarged halftone pattern. Dot sizes vary inversely with intensity of original
photograph. {(Courtesy of Alan Paeth, University of Waterloo Computer Graphics Lab.)

13.1.2 Halftone Approximation

Many displays and hardcopy devices are bilevel

they produce just two intensity
levels

and even 2- or 3-bit-per-pixel raster displays produce fewer intensity levels than we
might desire. How can we expand the range of available intensities? The answer lies in the
spatial integration that our eyes perform. If we view a very small area from a sufliciently
large viewing distance, our eyes average fine detail within the small area and record only the
overall intensity of the area.

This phenomenon is exploited in printing black-and-white photographs in newspapers,
magazines, and books, in a technique called halfroning (also called elustered-dor ordered
dither' in computer graphics). Each small resolution unit is imprinted with a circle of black
ink whose area is proportional to the blackness 1 — 7 (where / = intensity) of the area in the
original photograph. Figure 13.7 shows part of a halftone pattern, greatly enlarged, Note
that the pattern makes a 45° angle with the horizontal, called the screen angle. Newspaper
halftones use 60 to 80 variable-sized and variable-shaped arcas [ULIC87] per inch, whereas
halftones in magazines and books use |10 to 200 per inch.

Graphics output devices can approximate the variable-area circles of  halftone
reproduction. For example, a 2 % 2 pixel area of a bilevel display can be used to produce
five different intensity levels at the cost ol halving the spatial resolution along each axis. The
patterns shown in Fig. 13.8 can be used to fll the 2 % 2 arcas with the number of “*on’™
pixels that is proportional to the desired intensity. Figure 13.9 shows a face digitized as a
351 x 351 image array and displayed with 2 > 2 patterns.

An n X n group of bilevel pixels can provide n= + | intensity levels. In general, there is
a tradeofl between spatial resolution and intensity resolution, The use of 4 3 X 3 pattern

"The “ordered dither™ contrasts with “random dither,™ an infrequently used echnigue.
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T e 29
(I > 4
e a ,,

0 1
our 2 % s patterns.
Fig. 13.8 Five intensity levels approximated with four 2 ¥ 2 dither pat

axis, but provides 10 intensity levels. Of course.
| minute of arc in normal
per-inch resolution of

uts spatial resolution by one-third on cach -
the tradeofl choices are limited by out visual ‘.mm_\ (abou |
.« imace is viewed, and the dots-

Livhting). the distance from which the
the graphics device. i

One possible set of patterns for the 3
satterns can he represented by the dither matrix

1 case is shown in Fig. 1 3 100, Note that these

6 8 4 ‘

1‘ 0 3 (13.11
h]

-‘ 3 fr

we turn on all pixels whose values are less than [.

P aphial : halftones must be designed not to

Illl. n n l‘l'\Ll |||HIL|H.\ (11N ll (8] -ll i""\il]i.ﬂ\ 11'\. g
“lllLK Vi ”uli l'li“] {8 11 dn dred o entg | intensily Vi Ch. stdnee, L i diil
n ardd 1 I cal intens
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\ Ay ‘orim a growth sequence
1 \f the image of intensity 3. Second, the patterns must lorm a gre vi |
iy large area ag ensity :
50 that any pixel intensified for intensity level j 18 -
S es in the patterns fOr SUCCessIve ntensity ievets, "
row outward from the center, 10 CIe ate the

i laser printers and film

also intensified for all levels k = J. .['I‘h
i thereby minimizing
minimizes the differenc

e contouring effects, Third, the patierns must g . o
¢ ‘ourth. for hardcopy devices such

increasing dot size. | . N
s fhak ars " pixels, all pixels that are “‘on’" lor a

recorders that are poor il reproducing isolated “"on

Fig. 13.9 A continuous-tone photograph, digitize

displayed using the 2‘ ttern
Waterloo Computer Graphics Lab.)

d 10 a resolution of 351 X 351 and
x 2 patterns of Fig. 13.8. {Courtesy of Alan paeth, University of
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Fig. 13.10 Ten intensity levels approximated with 3 x 3 dither patterns.

particular intensity must be adjacent to other “on’’ pixels: a pattern such as that in Fig.
13.12 is not acceptable. This is the meaning of the term clustered-dot in *clustered-dot
ordered dither.”” Holladay [HOLL80] has developed a widely used method for defining
dither matrices for clustered-dot ordered dither. For high-quality reproduction of images, n
must be 8 to 10, theoretically allowing 65 to 101 intensity levels. To achieve an effeet
equivalent to the 150-circle-per-inch printing screen, we thus require a resolution of from
150 x 8 = 1200 up to 150 X 10 = 1500 pixels per inch. High-quality film recorders can
attain this resolution, but cannot actually show all the intensity levels because patierns made
up of single black or white pixels may disappear.

Halftone approximation is not limited to bilevel displays. Consider a display with 2 bits
per pixel and hence four intensity levels. The halftone technique can be used to increase the
number of intensity levels. If we use a 2 X 2 pattern, we have a total of 4 pixels at our
disposal, each of which can take on three values besides black; this allows us to display 4 X
3 + 1 = I3 intensities. One possible set of growth sequence patterns in this situation is
shown in Fig. 13.13.

Unlike a laser printer, a CRT display is quite able to display individual dots. Hence, the
clustering requirement on the patterns discussed previously can be relaxed and dispersed-dot
ordered dither can be used. There are many possible dither matrices: Bayer [BAYE73] has
developed dither matrices that minimize the texture introduced into the displayed images.
For the 2 X 2 case, the dither matrix, called D®, is

o0 2 |
& 5
b [x 1]' (13.12)

Fig. 13.11 A 3 x 3 dither pattern inappropriate for halftoning.
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rn in which several of the patterns )

i tte
Fig. 13.12 Partofa 4 x 4 ordered dither dot pa b o blo for

have single, nonadjacent dots. Such giisconnecte
halftoning on laser printers and for printing presses.

Thi 3 set of pe ; of Fi 13.8.
his represents the set of patterns of Figure _
! gIfzul*)ger dither matrices can be found using a recurrence relation [JUDI74] to compute

e from D™. With U™ defined as an n X n matrix of 1s, that is,
| I .,
i

uw = |1 1 (13.13) !

the recurrence relation is |

() (23 fi (2 D(E)U(nﬂ)
D = 4D 2 * D%}Ue» 2 4D{w} ?ZI)U(nA:Z) : (13.14) |
4D{w‘:‘) S D%SU‘“/" 4pWE 4 DY

Applying this relation to D produces |

0o & 2 10 |

7 12 4 14 6 (13.15) .

D\d,\ P |
3 11 19

15 7 13 5 ;

The techniques presented thus far have assumed that the ir_nage array being s:()w? i; ?;nrag:;
than the display device’s pixel array, so that multiple display pixels can be use

7 8 9 10 11 12 |

i i i 13 approximated using 2 x 2
i . Dither patterns for intensity levels O to ) . T
g.'zgie:riz 10? pixels, \gfith 2 bits (four intensity levels) per pixel. The intensities of the
individual pixels sum to the intensity leve! for each pattern. |
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image ;:;ixei What if the image and display device arrays are the same size? A sim

adaptation of the ordered-dither (either clustered-dot or dispersed-dot) a;;prl n:tu:h r‘:m“.
used. }Vhaihﬁr or not to intensify the pixel at point (x, y) depends on the desira:'d imt:'n- i
S(x, vy at that point and on the dither matrix. To display the point at (x, y), we cump:::

i = x modulo n,
J = y modulo n. (13.14
Then, if
Stx, y) > DY, (13.1

the point at (x, v} is intensified; otherwise, it is not. That is, 1 pixel in the image army
C{mf;mis | pixel in the display array. Notice that Jarge areas of fixed image imc:-sit -I| .-
dxspiayegi exactly as when the image-array size is less than the dis;play~ar;av si;*el sf; :h
ef‘feci’«;}f equal image and display arrays is apparent only in areas where int;znsi;y,v.ariv‘l
. Figure 13, }4{&} is a face digitized at 512 % 512 and shown on a 512 X ‘315 bil'-\-l-r
{issp’!ay using D%. Compare this bilevel result to the multilevel pictures shm;n é‘ﬁ;ﬁl:"l' in :In;
;;jéi\?f Furzherﬁ pictures displayed by means of ordered dither appeér in [JARV76a
disp%a;s%;; ﬁ;ﬁi;jgwhm more ways to display continuous-tone images on bilevel
Error diffusion, another way to handle the case when the image and display array sizes

are eguai, was developed by Floyd and Steinberg [FLOY75]; its visual results are t.:l':-n;
saasfaz:'tc}ry. The error (i.e., the difference between the‘ éxact pixél valﬁ;% “md the
appr(}xz@zs{ed value actually displayed) is added to the values of the four imaa&arrf;v ixcli
t,O Eh? right of and below the pixel in question: <& of the error to the pi:(él to ?he i i;lp—'”‘— Il ‘
the pixel below and to the left, 2 to the pixel immediately below, and 4 to the pifc! I’wé];::\t

{a)

{b} ! ;Cyd Steig §b8! 9 error di” Si{)i t CO i
} u { ur teSY O! L ‘ga” I aeth, UHWG!S!EY O! Watel IOO
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1 1o the right. This has the effect of spreading, or diffusing, the error over several pixels in
image array. Figure 13.14(b) was created using this method.
Given a picture § to be displayed in the intensity matrix /, the modified values in § and
¢ displayed values in / are computed for pixels in scan-line order, working downward from

wpmost scanline.

double error,
K = Approximate (Shxiiv]):

/% Approximate § to nearest displayable intensity #/
/+ Draw the pixel at {x, y). #/
/% Error term #/

Sty — Uy — H =3 = errov/16;

x Step 30 spread ;{; of error into pixel below. =/
Ay~ 1 = 3k error /164

Xy

J+ Step 4: spread L of error below and to the right. «/
S+ 1y — 1] 4= ervor/ 16;

oy avoid introducing visual artifacts into the displayed image, we must ensure that the four

errors sum exactly to error; no roundoff errors can be allowed. This can be done by
ulating the step 4 error term as error minus the error terms from the first three steps.
The function Approximate returns the displayable intensity value closest to the actual pixel
value. For a bilevel display, the value of § is simply rounded to 0or 1.

Even better results can be obtained by alternately scanning left to right and right to left;
n a right-to-left scan, the left-right directions for errors in steps 1, 2, and 4 are reversed.
4 detailed discussion of this and other error-diffusion methods, see {ULIC87]. Other
approaches are discussed in [KNUT87].

Suppose the size of the image array is less than the size of the display array, the number
of intensities in the image and display are equal, and we wish to display the image at the size
of the display array. A simple case of this is an 8-bit-per-pixel, 512 X 512 image and an
8-bit-per-pixel, 1024 X 1024 display. If we simply replicate image pixels horizontally and
ertically in the display array, the replicated pixels on the display will form squares that are
quite obvious to the eye. To avoid this problem, we can interpolate intensities to calculate
the pixel values. For instance, if an image § is t0 be displayed at double resolution, then the

intensities / to display (with x = 2x" and y = 2y’) are

Wl =S
ek D) = BN+ S+ YD

M+ 1 = S + S + 1)

i

Tafo

He+ 1y + 1] = LYY+ 5 + 1)+ SR + 1+ S+ b7+ 1D;
See Section 17.4 for a discussion of two-pass scaling transformations of images, and
Section 3.17 for a description of the filtering and image-reconstruction techniques that are

applicable to this problem.
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13.2 CHROMATIC COLOR

The visual sensations caused by colored light are much richer than those caused by
achromatic light. Discussions of color perception usually involve three quantities, known as
hue, saturation, and lightness. Hue distinguishes among colors such as red. green, purpl
and yellow. Saruration refers to how far color is from a gray of equal intensity. Red is highly
saturated; pink is relatively unsaturated; roval blue is highly saturated; sky blue is relativel
unsaturated. Pastel colors are relatively unsaturated; unsaturated colors include more whil
light than do the vivid, saturated colors. Lightness embodies the achromatic notion ol
perceived intensity of a reflecting object. Brightness, a fourth term, is used instead ol
lightness to refer to the perceived intensity of a self-luminous (i.e., emitting rather than
reflecting light) object, such as a light bulb, the sun. or a CRT.

It is necessary to specify and measure colors if we are to use them precisely in computes
graphics. For reflected light, we can do this by visually comparing a sample of unknown
color against a set of **standard”" samples. The unknown and sample colors must be viewed
under a standard light source, since the perceived color of a surface depends both on the
surface and on the light under which the surface is viewed. The widely used Munsell
color-order system includes sets of published standard colors [MUNS76] organized in a 3D
space of hue, value (what we have defined as lightness), and chroma (saturation). Each
color is named, and is ordered so as to have an equal perceived ““distance’” in color space
(as judged by many observers) from its neighbors. [KELL76] gives an extensive discussion
of standard samples, charts depicting the Munsell space, and tables of color names.

In the printing industry and graphic design profession, colors are typically specified by
matching to printed color samples. Color Plate 1.33 is taken from a widely used
color-matching system.

Artists often specify color as different tints, shades, and tones of strongly saturated, or
pure, pigments. A rint results from adding white pigment to a pure pigment, thereby
decreasing saturation. A shade comes from adding a black pigment to a pure pigment,
thereby decreasing lightness. A tone is the consequence of adding both black and white
pigments to a pure pigment. All these steps produce different colors of the same hue, with
varying saturation and lightness. Mixing just black and white pigments creates grays. Figure
13.15 shows the relationship of tints, shades, and tones. The percentage of pigments that
must be mixed to match a color can be uséd as a color specification. The Ostwald
[OSTW31] color-order system is similar to the artist’s model.

, Tints “Pure”
White color
Tones //

Grays Shades
Black

Fig. 13.15 Tints, tones, and shades.
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Fig. 13.16 Typical spectral energy distribution P(A) of a light.

13.2.1 Psychophysics
T ol and artists” pigment-mixing methods are subjective: They depend on human
T N daments, the T h ) f the sample, the surrounding color, and the
37 jud ;. the lighting, the size ol the s . ¢ g . :
ohservers” judgments, the lighting, of iple. the sur fing color, and the
gverall lightnezs of the environment. An objective, quantitative way of spwniymg u)iz):‘sm W
needed aﬁd for this we turn to the branch of physics known as c,vl()rm?efry. Important terms
in colorimetry are dominant wavelength, excitation purity, a‘nd {?tn}naneg. e lieht
‘ Dominar;t wavelength is the wavelength of the color we **see”” when vm\mnbd bth,
’ the pe i C huels excitation purity corresponds to the
i 3 : reeptual notion of hue®; excitation purity © :
and corresponds to the percep : o P O oty
i f -olor; - ance is the amount or intensity of light. The e :
saturation of the color; luminance 15 : ‘ @t e o e
{ ight is i f pure light of the dominant wave eng
of a colored light is the proportion 0 . e e
i ed to define the ¢ g letely pure color is 100 percent satur $
light needed to define the color. A completel: il rated and (s
contains no white light, whereas mixtures of a pure color and white light hgve sautlrgulgzzs
zemewhere between 0 and 100 percent. White light and hence grays ar¢ 0 percent §a urtah«;gé
;:céntaining no color of any dominant wavelength. The correspondences between thes
perceptual and colorimetry ferms are as follows:

Perceptual term Colorimetry

Hue Dominant wavelength
Saturation Excitation purity
Lightness (reflecting objects) Lummanc;:
Brightness (self-luminous objects) Luminance

Fundamentally, light is electromagnetic enelrgy itr} the 401;:&:33;?,‘“3;\?L;it: p;retcif

> spec which is perceived as the colors from vioiet IHOUs go. blue. g .
tvi?k:\z%;;?i;ange o redp. Color Plate 1.34 shows the colors of the xpcctrung ;Fhe ;?;(;ur:; f}i
éncrgy present at each wavelength is represented bya sp§ct1fal eperg;;dtst(r»n :1 1:: inﬁn;t? "
as 31;0wr1 in Fig. 13.16 and Color Plate 1.34. The dlstﬂb?tl()n upf(iser; 5 an I <
numbers, one for each wavelength in the visibl§ spectrum (in pracnw,’t‘ e :gi i 5\, d
represented by a large number of sample points on the spectrum, as meas "
U ——

M I’ P T RN 3 3% Tl ¥ ‘ar
k ] ave e ant wavelength, as we shall see later.
*Some colors, such as purple, have no true dominan eth,
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spectroradiometer). Fortunately, we can describe the visual effect of any spectral
distribution much more concisely by the triple (dominant wavelength, excitation purity,
luminance). This implies that many different spectral energy distributions produce the same
color: They “‘look™ the same. Hence the relationship between spectral distributions and
colors is many-to-one. Two spectral energy distributions that look the same are called
meramers.

Figure 13.17 shows one of the infinitely many spectral distributions P(A), or metamers,
that produces a certain color sensation. At the dominant wavelength, there is a spike of
energy of level e,. White light, the uniform distribution of energy at level ¢y, is also present.
The excitation purity depends on the relation between ¢, and e, when ¢, = e,, excitation
purity is O percent; when e; = 0, excitation purity is 100 percent. Brightness, which is
proportional to the integral of the product of the curve and the luminous efficiency function
{defined later), depends on both ¢, and e,. In general, spectral distributions may be more
complex than the one shown, and it is not possible to determine the dominant wavelength
merely by looking at the spectral distributions. In particular, the dominant wavelength may
not be the one whose component in the spectral distribution is largest.

How does this discussion relate to the red, green, and blue phosphor dots on a color
CRT? And how does it relate to the tristimulus theory of color perception, which is based on
the hypothesis that the retina has three kinds of color sensors (called cones), with peak
sensitivity to red, green, or blue lights? Experiments based on this hypothesis produce the
spectral-response functions of Fig. 13.18. The peak blue response is around 440 nm; that
for green is about 545 nm; that for red is about 580 nm. (The terms *‘red”” and “‘green’’ are
somewhat misleading here, as the 545 nm and 580 nm peaks are actually in the yellow
range.) The curves suggest that the eye’s response to biue light is much less strong than is its
response to red or green.

Figure 13.19 shows the luminous-efficiency function, the eye’s response to light of
constant luminance, as the dominant wavelength is varied: our peak sensitivity is to
yellow-green light of wavelength around 550 nm. There is experimental evidence that this
curve is just the sum of the three curves shown in Fig. 13.18,

The tristimulus theory is intuitively attractive because it corresponds loosely to the
notion that colors can be specified by positively weighted sums of red, green, and blue (the
so-called primary colors). This notion is almost true: The three color-matching functions in

Dominant
wavelength

P(4) energy density

i

400 700 8
Violet  Wavelength, nm Red

Fig. 13.17 Spectral energy distribution, P{A), illustrating dominant wavelength, excita-
tion purity, and luminance.
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Fig. 13.18 Spectral-response functions of each of the three types of cones on the
human retina.

Fig. 13.20 show the amounts of red, green, and blue light ngeded by an average oisei\‘/?; tlc;
m;tch a color of constant luminance, for all values of dominant wavelength in the visibie

spectrum. ‘ . o
’ A negative value in Fig. 13 90 means that we cannot match the color by adding together

the primaries. However, if one of the primaries 1s a@ded ‘to the color Sa?.pl-é,’,thfl%izl?f Fciz;n
then be matched by a mixture of the other two primarics. Heﬁnce, negative }rahuu ; {{)r
13.20 indicate that the primary was added tf’ thc color being maﬁched; c; :;eomer
negative values does not mean that the notion of mixing red. green, and blue to obta

100

80
60 |-

40—

Relative sensitivity

20 1

ol T N D).
400 500 600 700
Violet Wavelength, (nm) Red

Fig. 13.19 Luminous-efficiency function for the human eye.
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Fxcept at the spectrum extremes, however, most distinguished hues are within 4 nn.
Altogether about 128 fully saturated hues can be distinguished.

The eye is less sensitive to hue changes in less saturated light. This is not surprising: As
<aturation tends to O percent, all hues tend to white. Sensitivity to changes in saturation for a
fixed hue and lightness is greater at the extremes of the visible spectrum, where about 23
distinguishable steps exist. Around 575 nm, only 16 saturation steps can be distinguished
[IONE26].

13.2.2 The CIE Chromaticity Diagram

Matching and therefore defining a colored light with a mixture of three fixed primaries is a
desirable approach to specifying color. but the need for negative weights suggested by Fig.
13,20 is awkward. In 1931, the Commission Internationale de I Eclairage (CIE) defined
three standard primaries, called X, Y, and Z, to replace red, green, and blue in this
matching process. The three corresponding color-matching functions, X, ¥ and z,, are
shown in Fig. 13.22. The primaries can be used to match, with only positive weights, all the
colors we can see. The Y primary was intentionally defined to have a color-matching
function ¥, that exactly matches the luminous-efficiency function of Fig. 13.19. Note that
%, ¥, and z, are not the spectral distributions of the X, Y, and Z colors, just as the curves
in Fig. 13.20 are not the spectral distributions of red, green, and blue. They are merely
auxilliary functions used to compute how much of X, Y, and Z should be mixed together to
generate a metamer of any visible color.

The color-matching functions are defined tabularly at 1-nm intervals, and are found in
rexts such as [WYSZ82; BILL8I1]. The distributions were defined for color samples that

-
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Fig. 13.22 The color-matching functions X,, ¥, and z,, for the 1931 CIE X, Y, Z
primaries.
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subtend a 2° field of view on the retina. The original 1931 tabulation is normally used in
work relevant to computer graphics. A later 1964 tabulation for a 10° field of view is not
generally useful, because it emphasizes larger areas of constant color than are normally
found in graphics.

The three CIE color-matching functions are linear combinations of the color-matching
functions from Fig. 13.20. This means that the definition of a color with red, green, and
blue lights can be converted via a lincar transformation into its definition with the CIE
primaries. and vice versa.

The amounts of X. Y. and Z primaries needed to match a color with a spectral energy
distribution P(A), are:

X=k[PA X dr, ¥ =k[PA) Y, dA Z k[ PA) 2, dA. (13.18)

For self-luminous objects like a CRT. & is 680 lumens/wall. FFor reflecting objects, k18
usually selected such that bright white has a ¥ value of 100; then other ¥ values will be in
the range of 0 to 100. Thus,

100

3 1€
| PA)Y, dA (13.19)

where P (A) is the spectral energy distribution for whatever light source is chosen as the
standard for white. In practice, these integrations are performed by summation, as none of
the energy distributions are expressed analytically.

Figure 13.23 shows the cone-shaped volume of XYZ space that contains visible colors.
The volume extends out from the origin into the postive octant, and is capped at the smooth
curved line terminating the cone.

Let (X. Y. 7) be the weights applied to the CIE primaries to match a color C, as found
using Eq. (13.18). Then C = X X + ¥ Y + 7 7. We deline chromaticity values (which
depend only on dominant wavelength and saturation and are independent of the amount of

Fig. 13.23 The cone of visible colors in CIE color space is shown by the lines radiating
from the origin. The X + ¥ + Z = 1 plane is shown. (Courtesy of Gary Meyer, Program of
Computer Graphics, Cornell University, 1978.)
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luminous energy) by normalizing against X + ¥V + Z, which can be thought of as the total
amount of light energy:

X y _ 7

= - Vo= - 2 == : (13.20)
X+ Y+ 2D (X+Y+2 (X +Y+ 24

Notice that x + v + z = 1. Thatis, x. v, and zareonthe (X + Y+ Z=1) plane of Fig.
13.23. Color plate 111 shows the X + Yy + Z = | plane as part of CIE space, and also shaws
an orthographic view of the plane along with the projection of the plane onto the (X, Y)
plane. This latter projection is just the CIE chromaticity diagram.

If we specify xand y. then 2 is determined by z = | — x — y. We cannot recover X,Y,
and Z from x and v, however. To recover them. we need one more piece of information.
typically Y, which carries juminance information. Given (x, v, ¥), the transformation to the
corresponding (X, Y, 2) 15

Xx=2y, Y=Y Z= =2y, (13.21)

\

Chromaticity values depend only on dominant wavelength and saturation and are
independent of the amount of luminous energy. By plotting v and y for all visible colors, we
obtain the CIE chromaticity diagram shown in Fig. 13,24, which is the projection onto the
(X, Y) plane of the (X + Y+2Z=1) plane of Fig. 13.23. The interior and boundary of the
horseshoe-shaped region represent all visible chromaticity values. (All perceivable colors
with the same chromaticity but different luminances map into the same point within this
region.) The 100 percent spectrally pure colors of the spectrum are on the curved part of the
boundary. A standard white light. meant to approximate sunlight. is formally defined by a

Yellow

L x

01 02 03 0.4 05 06 07 0.8

Fig. 13.24 The CIE chromaticity diagram. Wavelengths around the periphery are in
nanometers. The dot marks the position of illuminant C.
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light source illuminant C, marked by the center dot. It is near but not at the point where x =
y = z = £ Illuminant C was defined by specifying a spectral power distribution that is close
to daylight at a correlated color temperature of 6774° Kelvin.

The CIE chromaticity diagram is useful in many ways. For one, it allows us to measur¢
the dominant wavelength and excitation purity of any color by matching the color with a
mixture of the three CIE primaries. (Instruments called colorimeters measure tristimulus X,
Y, and Z values, from which chromaticity coordinates are computed using Eq. (13.20).
Spectroradiometers measure both the spectral energy distribution and the tristimulus
values.) Now suppose the matched color is at point A in Fig. 13.25. When two colors are
added together, the new color lies somewhere on the straight line in the chromaticity
diagram connecting the two colors being added. Therefore, color A can be thought of as a
mixture of “‘standard’” white light (illuminant C) and the pure spectral light at point B.
Thus, B defines the dominant wavelength. The ratio of length AC to length BC, expressed as
a percentage, is the excitation purity of A. The closer A is to C, the more white light A
includes and the less pure it is.

The chromaticity diagram factors out luminance, so color sensations that are
luminance-related are excluded. For instance; brown, which is an orange-red chromaticity
at very low luminance relative to its surrounding area, does not appear. It is thus important
to remember that the chromaticity diagram is not a full color palette. There is an infinity of
planes in (X, Y, Z) space, each of which projects onto the chromaticity diagram and each of
which loses luminance information in the process. The colors found on each such plane are
all different.

Complementary colors are those that can be mixed to produce white light (such as D
and E in Fig. 13.25). Some colors (such as F in Fig. 13.25) cannot be defined by a

700

01 02 03 04 05 06 07

Fig. 13.25 Colors on the chromaticity diagram. The dominant wavelength of color Ais
that of color B. Colors D and £ are complementary colors. The dominant wavelength of
color F is defined as the complement of the dominant wavelength of color A.
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H

dominant wavelength and are thus called nonspectral. In this case, the dominant wavelength
is said to be the complement of the wavelength at which the line through F and C intersects
the horseshoe part of the curve at point B, and is designated by a "¢’ (here about 555 nm
¢). The excitation purity is still defined by the ratio of lengths (here CF to CG). The colors
that must be expressed by using a complementary dominant wavelength are the purp@s and
magentas; they oceur in the lower part of the CIE diagram. Complementary colors still can
be made to ﬁ{ the dominant wavelength model of Fig. 13.17, in the sense that if we take. a
flat spectral distribution and delete some of the light at frequency B, the resulting color will
be perceived as F.

Another use of the CIE chromaticity diagram is to define color gamuts, or color ranges,
that show the effect of adding colors together. Any two colors, say [ and Jin Fig. 13.26, can
he added to produce any color along their connecting line by varying the relative e‘imoum.s of
the two colors being added. A third color K (see Fig. 13.26) can be used with varx(?us
mixtures of [ and J 1o produce the ganut of all colors in triangle IJK, again by varying
relative amounts. The shape of the diagram shows why visible red, green, 'gn(;l blue cggnot
be additively mixed to match all colors: No triangle whose vertices are within the visible
area can completely cover the visible area. '

The chromaticity diagram is also used to compare the gamuts avai%able on various gqlor
display and hardcopy devices. Color Plate 11.2 shows the gamuts for a c<.)10r televnss.lon
monitor, film, and print. The chromaticity coordinates for the phosphors in two typical
monitors are these:

Short-persistence phosphors Long-persistence phosphors

Red Green Blue Red Green Blue
X 0.61 0.29 0.15 0.62 021 ()1‘»
¥ .35 .59 0.063 0.33 0.685 0.063

01 02 03 04 05 06 07

Fig. 13.26 Mixing colors. Ali colors on the line IJ can be created by mixing colors /and
J: all colors in the triangle LJK can be created by mixing colors /, J, and K.
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The smallness of the print gamut with respect to the color-monitor gamut suggests that,
if images originally seen on a monitor must be faithfully reproduced by printing, a reduced
gamut of colors should be used with the monitor. Otherwise, accurate reproduction will nol
be possible. If. however, the goal is to make a pleasing rather than an exact reproduction,
small differences in color gamuts are less important. A discussion of color-gamul
compression can be found in [HALLSY].

There is a problem with the CIE system. Consider the distance from color C, = (X. ¥,
Z,) to color C; + AC, and the distance from color C, = (X,, Y., Z,) to color C, + AC, where
AC = (AX, AY, AZ). Both distances are equal to AC, vet in general they will not be
perceived as being equal. This is because of the variation, throughout the spectrum, of the
Justnoticable differences discussed in Section 13.2.1. A perceptually uniform color space is
needed, in which two colors that are equally distant are perceived as equally distant by
viewers.

The 1976 CIE LUV uniform color space was developed in response to this need. With
(X,. Y, Z,) as the coordinates of the color that is to be defined as white, the space is defined
by

L*

il

LI6 (YIY Y — 16, YIY, > 0.01
w* = 13 L ' - '),

vE= 3L =)

X+ 15Y+327 " T X+ 15Y + 37
’ 4‘X’N ¥ ()Yh

y ‘~———¥n *1“»]%5}),,, %j*i:z;, v, = Xz—:‘?jlﬁ)’;n T 32'-

(13.22)
U

The shape of the 3D volume of visible colors defined by these equations is of course
different from that for CIE (X, ¥, Z) space itself (Fig. 13.23).

With this background on color, we now turn our attention to color in computer
graphics.

13.3 COLOR MODELS FOR RASTER GRAPHICS

A color model is a specification of a 3D color coordinate system and a visible subset in the
coordinate system within which all colors in a particular color gamut lie. For instance, the
RGB color model is the unit cube subset of the 3D Cartesian coordinate system.

The purpose of a color model is to allow convenient specification of colors within some
color gamut. Our primary interest is the gamut for color CRT monitors, as defined by the
RGB (red, green, blue) primaries in Color Plate I1.2. As we see in this color plate, a color
gamut is a subset of all visible chromaticities. Hence, a color model cannot be used to
specity all visible colors. This is emphasized in Fig. 13.27. which shows that the gamut of a
CRT monitor is a subset of (X, ¥, Z) space.

Three hardware-oriented color models are RGB, used with color CRT monitors, YIiQ,
the broadcast TV color system, and CMY (cyan, magenta, yellow) for some color-printing
devices. Unfortunately, none of these models are particularly easy to use, because they do
not relate directly to intuitive color notions of hue, saturation, and brightness. Therefore,
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All colors

Displayable
colors

Fig. 13.27 The color gamut for a typical color mo.nito_r within the CIE color space. The
range of colors that can be displayed on the monitor is clearly smaller than that mf all
calors visible in CIE space. (Courtesy of Gary Meyer, Program of Computer Graphics,
Cornell University, 1978.)

another class of models has been developed with ease of use as a goal. Several such models
are described in [GSPC79; JOBL78; MEYERD: SMIT78]. We discuss three. the HSV
(sometimes called HSB)Y, HLS, and HVC models.

\ With each model is given a means of converting to some other specification. For RGB,
this conversion is to CIEtS (X.Y,Z) space. This conversion is important, because CIE is the
worldwide standard. For all of the other models, the conversion is to RGB; hence, we can
convert from, say, HSV to RGB to the CIE standard.

132.3.1 The RGB Color Model

The red, green, and blue (RGB) color model used in color CRT m@ita)rg and color ra.sﬁer
graphics employs a Cartesian coordinate system. The RGB primaries are (14d1f1v¢
;rimaries; that is, the individual contributions of each primary are added together to y@d
iba result, as suggested in Color Plate [1.3. The subset of interest is the ugit cube shown In
Fio. 13.28. The main diagonal of the cube, with equal amounts of each primary. represents
i%: oray levels: black is (0, 0, 0 white is (1, 1, 1). Color Plates 1.4 and 11.5 show several
vie,\;s of the RGB color model.

Bilue = (0,0, 1) Cyan =(0, 1, 1)

T
]
i
]
Magerta = (1,61 ‘ White = (1, 1, 1)
i .
i
P
it tal =(0,1,0
Black = (0, 0, 0) Mw‘;’}“ Green = (0,1, 0
,!
I
Red = (1,0, 0 Yellow = (1, 1, 0)

Fig. 13.28 The RGB cube. Grays are on the dotted main diagonal.
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The color gamut covered by the RGB model is defined by the chromaticities of a CRT"s
phosphors. Two CRTs with different phosphors will cover different gamuts. To convert
colors specified in the gamut of one CRT to the gamut of another CRT, we can use the
transformations M, and M, from the RGR color space of each monitor to the (X, ¥, Z) color
space. The form of each transformation is:

X X, X, x][R
Yl =1|v, v, v||G|. (13.23)
4 Z. 7, 7,||B

where X,, X,, and X, are the weights applied to the monitor’s RGB colors to find X, and so

on.
Defining M as the 3 x 3 matrix of color-matching coefficients, we write Eq. (13.23) as

X R
Yi=M|Gy. (13.24)
Z B

With M, and M, the matricies that convert from each of the two monitor’s gamuts 0
CIE, M, M, converts from the RGB of monitor 1 to the RGB of monitor 2. This matrix
product is all that is needed if the color in question lies in the gamuts of both monitors.
What if a color C, is in the gamut of monitor | but is not in the gamut of monitor 27 The
corresponding color C, = M;'M,C, will be outside the unit cube and hence will not be
displayable. A simple but not very satisfactory solution is to clamp the color values—that is,
to replace values of R, (G, or B that are less than 0 with 0, and values that are greater than |
with 1. More satisfactory but also more complex approaches are described in [HALLR9].

The chromaticity coordinates for the RGB phosphors are usually available from CRT
manufacturers’ specifications. If not, a colorimeter can also be used to measure the
chromaticity coordinates directly, or a spectroradiometer can be used to measure P(A),
which can then be converted to chromaticity coordinates using Eqs. (13.18), (13.19), and
(13.20). Denoting the coordinates by (x,, y,) forred, (x,. y,) for green, and (xy, y,) for blue,
and defining C, as

C.=X +Y, +Z, (13.25)

o

we can write, for the red primary;

X X oy o
X, X-; T }}Y T Zv - Zi’ X} X, {:w
P YY = Y}f‘ Yo
WERFVFZ oo TG

Zr 7. =1,C,. (13.26)

13.3 Color Models for Raster Graphics

With similar definitions for C, and C,. Eq. (13.23) can be rewritten as

" r <
X ¢,C, v.C. e R
Y v.C y.C. wCi cl. a3.2n
Z (1 d viC,. (1 = % =»)C, (} X, — V)€ 3

The unknowns C,, C,, and C,, can be found in one of two ways [MEYERS3|. First, the
and Y, of maximum-brightness red, green, and blue may be known or

luminances Y., ¥Y..
factors

-an be measured with a high-quality photometer (inexpensive meters can be off by

of 2 to 10 on the blue reading). These measured luminances can be combined with the

known v,, v,. and y, to yield
C. =Yy, C. =Y, v, C, = YilW (13.28)

hese values are then substituted into Eq. (13.27), and the conversion matrix W is thus
expressed in terms of the known quantities (X, vo). (X, Vy). (G, 3y ), ¥,, ¥,, and }

We can dlso remove the unknown variables from Eq. (13 27) if we know or can
measure the X,. Y,, and Z, for the white color produced when R = & = B = 1. For this
case, Eq. (13.27) can be rewrilten as

X, X \ 'y, C
Y \ ] ( (13.29)
V4 (] = & v o (l . — ) (] 1 Vi) C

and C, (the only unknowns), and the resulting values substituted nto

solved for C,, C,.,
and Y, in this

Eq. (13.27). Alternatively, it may be that the white color is given by ¥, ¥.

ase, before solving i'.t|. (13.29), we first find

\'_ = X, }/ = 7 Yy (13.30)

13.3.2 The CMY Color Model
Cyan. macenta, and yellow are the complements of red, green, and bluc, respectively.
When used as filters to subteact color from white light, they are called subiractive primaries.

I'he subset of the Cartesian coordinate system for the CMY model is the same as that los

RGB except that white (full light) instead of black (no light) is at the origin. Colors are

specified by what is removed or subtracted from white light, rather than by what is added to

blackness.
A knowledee of CMY is important when dealing with hardcopy devices that deposit
nts onto paper, such as electrostatic and ink-jet plotters. When a surface is

colored pigme
racts red from the

coated with cvan ink, no red light is reflected from the surface. Cyan sul

reflected white light. which is itself the sum of red, green, and blue Hence, interms of the

s :

ol e L |
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additive primaries, cyan is white minus red, that is, blue plus green. Similarly, magenta
absorbs green, s0 it is red plus blue; yellow absorbs blue, so it is red plus green. ’A surface
'ccat&.:l wx'th cyan and yellow absorbs red and blue, leaving only green to be reflected from
illuminating white light. A cyan, yellow, and magenta surface absorbs red, green, and blue
and therefore is black. These relations, diagrammed in Fig. 13.29, can ’be see;l in Colol,'
Plate 11.6 and are represented by the following equation: ’

(13.31)

;I;lhe ;mit column vector is the RGB representation for white and the CMY representation for
ack.

The conversion from RGB to CMY is then

(13.32)

These s'traightf()rward transformations can be used for converting the eight colors that can
be 'achneved with binary combinations of red, green, and blue into the eiéht colors
achievable with binary combinations of cyan, magenta, and yellow. This conversion is
relevant for use on ink-jet and xerographic color printers. L

‘ Angther color model, CMYK, uses black (abbreviated as K) as a fourth color. CMYK
is used in the four-color printing process of printing presses and some hard-copy devices.

Yellow J (minus blue)

(minus red) \-z—b Black Red '
‘)4_ J
minus green)

Fig. 13.29 Subtractive primaries
{(cyan, magenta, yellow) and their
instance, cyan and yellow combine to green. Y I mixtures. For
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Given a CMY specification, black is used in place of equal amounts of C, M, and Y,
according to the relations:

min (C M, Y);

K=
C=
M =
Y=

C -
M—K;
Y — K: (13.34)
This is discussed further in Section 13.4 and in [STONSS8].

13.3.3 The YIQ Color Model

The YIQ model is used in U.S. commercial color television broadcasting and is therefore
closely related to color raster graphics. YIQ is a recoding of RGB for transmission
efficiency and for downward compatibility with black-and-white television. The recoded
signal is transmitted using the National Tel evision System Committee (NTSC) [PRITT7]
system.

The Y component of YIQ is not yellow but luminance, and is defined to be the same as
the CIE Y primary. Only the Y component of a color TV signal is shown on
black-and-white televisions: the chromaticity is encoded in / and Q. The YIQ model uses a
1D Cartesian coordinate system, with the visible subset being a convex polyhedron that
maps into the RGB cube.

The RGB-to-Y1Q mapping is defined as follows:

Y 0.299 0.587 0.1141 | R
1 =10596 -0275 -0321}\G). (13.33)
g 0.212 —0.523 0.311] | B

The quantities in the first row reflect the relative importance of green and red and the
relative unimportance of blue in brightness. The inverse of the RGB-to-YIQ matrix is used
for the YIQ-to-RGB conversion.

Equation (13. 33) assumes that the RGB color specification is based on the standard
NTSC RGB phosphor, whose CIE coordinates are

Red Green Blue

x 067 0.2] 0.14
y 033 071 0.08

and for which the white point, illuminant C,isx, =031, y,=0. 316, and Y,, = 100.0.

Specifying colors with the YIQ model solves a potentlal problem with material being
prepared for broadcast television: Two different colors shown side by side on a color
monitor will appear to be different, but, when converted to YIQ and viewed on a
monochrome monitor, they may appear to be the same. This problem can be avoided by
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specifying the two colors with different ¥ values in the YIQ color model space (i.e., by
adjusting only the ¥ value to disambiguate them).

The YIQ model exploits two useful properties of our visual system. First, the system is
more sensitive to changes in luminance than to changes in hue or saturation; that is, our
ability to discriminate spatially color information is weaker than our ability to discriminate
spatially monochrome information. This suggests that more bits of bandwidth should be
used to represent Y than are used to represent / and (), so as to provide higher resolution in
Y. Second, objects that cover a very small part of our field of view produce a limited color
sensation, which can be specified adequately with one rather than two color dimensions.
This suggests that either / or O can have a lower bandwidth than the other. The NTSC
encoding of YIQ into a broadcast signal uses these properties to maximize the amount of
information transmitted in a fixed bandwidth: 4 MHz is assigned to Y, 1.5t0 [, and 0.6 to
Q. Further discussion of YIQ can be found in [SMIT78; PRIT77].

13.3.4 The HSV Color Model

The RGB, CMY, and YIQ models are hardware-oriented. By contrast, Smith’s HSV (hue,
saturation, value) model [SMIT78] (also called the HSB model, with B for brightness) is
user-oriented, being based on the intuitive appeal of the artist’s tint, shade, and tone. The
coordinate system is cylindrical, and the subset of the space within which the model is
defined is a hexcone, or six-sided pyramid, as in Fig. 13.30. The top of the hexcone
corresponds to V = |, which contains the relatively bright colors. The colors of the V = |
plane are nor all of the same perceived brightness, however. Color Plates 11.7 and I1.8 show
the color model.

Hue, or H, is measured by the angle around the vertical axis, with red at 0°, green at
120°, and so on (see Fig. 13.30). Complementary colors in the HSV hexcone are 180°

Fig. 13.30 Single-hexcone HSV color model. The V = 1 plane contains the RGB
model's R =1, G = 1, and 8 = 1 planes in the regions shown.
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Green Yellow

Blue Magenta

Fig. 13.31 RGB color cube viewed along the principal diagonal. Visible edges of the
cube are solid; invisible edges are dashed.

opposite one another. The value of § is a ratio rgngil?g from Oon the: ({enter 11;!6 (Vlzils;:;)ult
on the triangular sides of the hexcone. Saturation is mcasurt.“:d relatlee to ;Ee cg) ’gt.cn
represented by the model, which is, of course, a subset of the‘ entm‘a (1)11 cl Or(c))ma rlceny;
diagram. Therefore, saturation of 100 percent in the model is less than pe

bXC‘t?‘zZ“hS:Cf::é is one unit high in V, with the apex at the origin. The poin‘t at thf? apeg; hls
biack and has a V coordinate of 0. At this point, the V'filues of Hand § are 1rrel‘ewmt. he
point § = 0, V = | is white. Intermediate values of V for § = 0 (c‘m the cenﬁer lme)\ffrhet ;
;zrays. When § = 0, the value of H is irrelevant (called by convention UNDEF[NEIDQ ¥ en

bs not zero, H is relevant. For example, pure red is at H=0,§=1,V=1 .n ee . ar}y
color with V = 1, § = 1 is akin to an artist’s pure pigment gsed as tihe starflr?g ppmt Vm
mixing colors. Adding white pigment corresponds. to decreasing S (without cf}zrzgm%_ ).
Shades are created by keeping S = 1 and decreasing V. Tanes are cregted by %creé;{ntg;
both S and V. Of course, changing H corresponds to selecting th?, pt}re plgmex?t w1t}? w(—j fc

<o start. Thus, H, S, and V correspond to concepts tdrom the .a\rnslt; ;solor system, and are

7 same as the similar terms introduced in Section 15.2. '

not e;ﬁztlg;};et the HSV hexcone corresponds to Fhe projection seen by IOOk.m% f‘:lo;];’ﬂ :t;’;é
principal diagonal of the RGB color cube from white toward black, as shown in| lg,.d ’ 1 .
The RGB cube has subcubes, as illustrated in Fig. 13.32. Each subcube, when viewed along

Magenta

Red Yellow

Fig. 13.32 RGB cube and a subcube.
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void RGB_To.HSV (double r, double g. double b, double «4. double xs. double +v)
[+ Given: r, g, b, each in [0,1]. */

/+ Desired: hin [0,360), s and v in [0,1] except if 5 = 0, then & = UNDEFINED, #/

/% which is some constant defined with a value outside the interval [0,360]. =/

|
{
i double max = Maximum (r, g, b);
double min = Minimum (r. g, b);
#V = max, /= This is the value v. =/
/+ Next calculate saturation, s. Saturation is 0 if red, green and blue are all 0 =/
w5 = (max = 0.0) 7 {{max — min) / max) - 0.0
if (ks == 0.0)
#h = UNDEFINED;
else { /= Chromatic case: Saturation is not 0, +/
double delta = max — min; /% so determine hue. =/
i if (r == max)
wh = (g — b) /delta; /% Resulting color is between yellow and mugenta +/
! else if (g == max)
' sh =20+ (b—r)/dela: /% Resulting color is between cyan and yellow %/

else if (b == max)

#h =40+ (r — g) / delta; /x Resulting color is between magenta and cyan =/

wh x= 60.0; /x Convert hue to degrees =/
if (+h < 0.0)
#h 4= 360.0; /= Make sure hue is nonnegative #/

} /% Chromatic case +/
b /% RGB_To HSV #/

Fig. 13.33 Algorithm for converting from RGB to HSV color space.

its main diagonal, is like the hexagon in Fig. 13.31, except smaller. Each plane of constant
Vin HSV space corresponds to such a view of a subcube in RGB space. The main diagonal
of RGB space becomes the V axis of HSV space. Thus, we can see intuitively the
correspondence between RGB and HSV. The algorithms of Figs. 13.33 and 13.34 define
the correspondence precisely by providing conversions from one model to the other,

13.3.5 The HLS Color Model

The HLS (hue, lightness, saturation) color model is defined in the double-hexcone subset of

- a cylindrical space, as seen in Fig. 13.35. Hue is the angle around the vertical axis of the
' double hexcone, with red at 0° (some discussions of HLS have blue at 0°; we place red at 0°
for consistency with the HSV model). The colors occur around the perimeter in the same
order as in the CIE diagram when its boundary is traversed counterclockwise: red, yellow,
green, cyan, blue, and magenta. This is also the same order as in the HSV single-hexcone
model. In fact, we can think of HLS as a deformation of HSV, in which white is pulled
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void HSV To_.RGB (double +7. double xg, douhle’ «b, double /1, double s, double v)
/x Given: hin 10,360} or UNDEFINED, § and vin [0, 1] */
/% Desired: r. g. b, each in {0.1]. +f

if (s == 00){ J/+ The color is on the black-and-white center line. */
J+ Achromatic color: There is no hue. #/
if (h == UNDEFINED) {

®F == V) /« This is the achromatic case. */
kg = V)
wh = Vv,
Ise By ’ o |
e Error(): /% By our convention, error if s = 0 and h has a value. #/
} else { .
a d():lhle fpag.t /+ Chromatic color: s !=0, so there s a hue. */
int i
if (h==360.0) /x 360 degrees is equivalent to 0 degrees. +/
h=0.0: '
h /= 60.0; /% his now in [0.6). #/ » /
i = floor (1) /+ Floor returns the largest integer <= h *
f=h—10 ' /% fis the fractional part of h. #/

pe=voE (1.0 — )3

q*:-v*(l.()~(s*f));

r=vx (10— (s (1.0 =/}

switch(/)

Smtca:;\ef():{*r =y, kg=1 *b=p break;
case |1 xr =g, xg=v; *b=p; break;
case 2 xr=pi g =, xb=1 break;
case 3w = pi xg=q. xb=v break:
case 4 xr =1 xg=p, b=V break:
case § wr = v kg=p; sbh=q break;

1
J
V' /x Chromatic case +/

| /x HSV.To.RGB #/
Fig. 13.34 Algorithm for converting from HSV to RGB color space.

5 Wi single-hexcone
{ KC i he V = 1 plane. As with the sing
ard to form the upper hexcone from t = o
sz(\)tiirl the complement of any hue is jocated 180° farther around the ?OUb;e 2&:;;20;13 . ::e |
satura{iﬁ)n is measured radially from the vertical axis, from O on the agls tO,h'tz e per
iiﬁhtne@s is 0 for black (at the lower tip of the double k:xcpne)htot; rf;): ;«:u ; s, o
) lor : ws a view of S model. Again, the terms R S,

i jor Plate 11.9 shows a view of the HL gain « ! 0
{‘l‘pt)u'rgt?ozrin this model are similar to, but are not exactly identical to, gxe 50111’:;3?}3(};
i;ey were introduced in an earlier section. Color Plate 11.10 shows a differen
Spaca"[:he rocedures of Figs. 13.36 and 13.37 perform the Qonvetsions between }[{)I};; ]jzg
RGB ThiQ are modified from those given by Metric?c [GSPCT9] to leave H UN
when. S =JO. and to have H = 0 for red rather than for blue.
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Magenta

Fig. 13.35 Double-hexcone HLS color model.

The HLS model, like the HSV model, is easy to use. The grays all have S = 0, but the
maximally saturated hues are at § = 1, L = 0.5. If potentiometers are used to qpécif / the
cglor—model parameters, the fact that L must be 0.5 to get the strongest po«‘;‘sib’len ccﬂori is
disadvantage over the HSV model, in which § = 1| and V = 1 achieve the same eﬁ"ecta
Howeyer, analogously to HSV, the colors of the L = 0.5 plane are nor all ;)f thé sam'
perceived brightness. Hence two different colors of equal perceived bri hmesq‘ w'ﬁ
gfi‘flemlly have fiiﬁ‘.erenF values of L. Furthermore, neither HLS nor any of the (%ther \nimdells
Igs.czu.ssed thus far in this section are perceptually uniform, in the sense discussed in Section

"I"he ‘recem‘:]y developed Tektronix TekHVC (hue, value, chroma) color system, a
modlﬁcatn'on of the CIE LUV perceptually uniform color space discussed in Secéi:gn I”%,’?
does pr.0v1dc: a color space in which measured and perceived distances between color; a:e
approxnmz%tely equal. This is an important advantage of both the CIE LUV and TekﬁVC
models. Flgure 13.38 shows one view of the HVC color model, and Color Plate 11. 11 shows
another view. Details of the transformations from CIE to TekHVC have not been‘ releyaks?e\:\;b
However,.we see from Eq. (13.22) that the transformation from CIE XYZ to CIE LUV i*;
computationally straightforward, with the cube root being the most computationally intensé

element. Thus, we expect that : if
. R perceptually uniform color spaces will co
widely used in the future. P e to be more

Y
i« Given: r, g, beachin [0.1]. #/
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sid RGB_To_HLS (double r, double g, double b, double =4, double /. double xs)

L+ Desired: hin [0.360), and 5 in [0, 1], except if s = 0. then h = UNDEFINED. #/

1

double max = Maximum (r. g, b);
double min = Minimum (7. g, b}
#l = (max + min) / 2.0 /+ This is the lightness. +/

/= Next calculate saturation */

i (max == min) { /+ Achromatic case. because r = g = b #/
x5 = ()
sf = UNDEFINED!

}else { /% Chromatic case */

double delta = max — min,

/+ First calculate the saturation. */
vy = (x] <= 0.3) 7 (delta [ (max + min}) « (delta [ (2.0 — (meax + min)) )

J+ Next calculate the hue. #/

if (7 == mux)

wh = (g — b) [ delta. J+ Resulting color is between yellow and magenta */
else if (g == max)

sh = 2.0 4+ (b —r) / delu: /% Resulting color is between cyan and yellow #/
else if (b ==== max}

wh =40+ (r—g) [ delia; /% Resulting color is between magenta and cyan #/
wfr =2 6001 /+ Convert to degrees */
if (7 < 0.0)

#h 4= 360.0; /% Make degrees be nonnegative #/

Vo /x Chromatic case */
L/ RGB To HLS #/

Fig. 13.36 Algorithm for converting from RGB to HLS color space.

13.3.6 Interactive Specification of Color

Many application programs allow the user to specify colors of areas, lines, text, and so on.
1f only a small set of colors is provided, menu selection from samples of the available colors
is appropriate. But what if the set of colors is larger than can reasonably be displayed in a
menu?

The basic choices are to use English-language names. to specify the numeric
coordinates of the color in a color space (either by typing or with slider dials), or to interact
directly with a visual representation of the color space. Naming is in general unsatisfactory
because it is ambiguous and subjective (“*a light navy blue with a touch of green™), and it is
also the antithesis of graphic interaction. On the other hand, [BERK82] describes CNS, a
fairly well-defined color-naming scheme that uses terms such as *‘greenish-yellow,”

““green-yellow,”” and “yellowish-green” to distinguish three hues between green and
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void HLS.To_RGB (double +r, double xg. double xb, double /1, double [, double 5]

/% Given: hin [0,360] or UNDEFINED, [ and s in [0,1]. */
/% Desired: r, g, beachin [0,1] #/

{

double ml, m2;

m2=1{l<=05)2{{x{l+s)):([+s5—1xs5};
ml =20=]—m2;
if (s == 0.0) { /+ Achromatic: There is no hue. /
if (h == UNDEFINED)
wp e kg = wb = [ /+ This is the achromatic case. */
else Error (); /% Errorif s = 0 and h has a value #/
}else { /+ Chromatic case, so there is a hue +/
«r = Value (m/, m2, h + 120.0};
+g = Value (m], m2. h),
xb = Value (ml, m2, h — 120.0);

} /+ HLS_To.RGB #/

static double Value {double n/, double n2, double /iue)

{
if (hue > 360.0}
hue —= 360.0;
else if (hue < 0.0)
hue = 360.0;
if (hue < 60.0)
return n/ + (n2 — nl) + hue / 60.0;
else if (hue < 180.0)
return n2;
else if (hue < 240.0)
return n/ + (n2 — nl) = (240.0 — hue) / 60.0;
else
return n/;
1 /% Value #/

Fig. 13.37 Algorithm for converting from HLS to RGB color space.

yellow. In an experiment, users of CNS were able to specify colors more precisely than were
users who entered numeric coordinates in either RGB or HSV space.

Coordinate specification can be done with slider dials, as in Fig. 13.39, using any of
the color models. If the user understands how each dimension affects the color, this
technique works well. Probably the best interactive specification method is to let the user
interact directly with a representation of the color space, as shown in Fig. 13.40. The line
on the circle (representing the V = 1 plane) can be dragged around to determine which slice
of the HSV volume is displayed in the triangle. The cursor on the triangle can be moved
around to specify saturation and value. As the line or the cursor is moved, the numeric
readouts change value. When the user types new values directly into the numeric readouts,
the line and cursor are repositioned. The color sample box shows the currently selected
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Value
0.0 -100.0

180.0°

240.0 Chroma
Hue 0-100.0
0 -360.0°
Fig. 13.38 The TekHVC color model. (Courtesy of Tektronix, Inc.)

color. Color Plate T1.12 shows a similar method used for the HSV model.

[SCHW87] describes color-matching experiments in which subjects used a data tablet
to specify colors in several models including RGB, YIQ, LAB [WYSZ82], and HSV. HSV
was found to be slow but accurate, whereas RGB was faster but less accurate. There 1s a
widespread belief that the HSV model is especially tractable, usually making it the model
of choice.

Many interactive systems that permit user specification of color show the user the
current color settings as a series of adjacent patches of color, as in part (a) of Fig. 13.39, or
as the color of the single pixel value currently being set, as in part (b). As the user

O

E > Set color:

R G B

(@ (b)

Fig. 13.39 Two common ways of setting colors. In {a), the user selects one ofA16
colors to set; the selected color is designated with the thick border. The RGB slider dials
control the color; OK is selected to dismiss the color control panel. In (b), the number of
the color to be set is typed, and the current color is displayed in the gray-toned box. In
both cases, the user must simultaneously see the actual display in order to understand
the effects of the color change.
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OSaturation

Hue
: 1
180° / Saturation:
" Value
0 Value: m
Color Sample: { """ ]
0

Fig. 13.40 A convenient way to specify colors in HSV space. Saturation and value are
shown by the cursor in the triangular area, and hue by the line in the circular area. The
user can move the line and cursor indicators on the diagrams, causing the numeric
readouts to be updated. Alternatively, the user can type new values, causing the
indicators to change. Slider dials for H, S, and V could also be added, giving the user
accurate control over a single dimension at a time, without the need to type values.

manipulates the slider dials, the color sample changes. However, a person’s perception of
color is affected by surrounding colors and the sizes of colored areas, as shown in Color
Plate I1.13; hence, the color as perceived in the feedback area will probably differ from the
color as perceived in the actual display. It is thus important that the user also see the actual
display while the colors are being set.

13.3.7 Interpolating in Color Space

Color interpolation is necessary in at Jeast three situations: for Gouraud shading (Section
16.2.4), for antialiasing (Section 3.17), and in blending two images together as for a
fade-in, fade-out sequence. The results of the interpolation depend on the color model in
which the colors are interpolated; thus, care must be taken to select an appropriate model.

If the conversion from one color model to another transforms a straight line
(representing the interpolation path) in one color model into a straight line in the other color
model, then the results of linear interpolation in both models will be the same. This is the
case for the RGB, CMY, YIQ, and CIE color models, all of which are related by simple
affine transformations. However, a straight line in the RGB model does not in general
transform into a straight line in either the HSV or HLS models. Color Plate [1.14 shows the
results of linearly interpolating between the same two colors in the HSV, HSL, RGB, and
YIQ color spaces. Consider the interpolation between red and green. In RGB, red = (1,0,
0) and green = (0, 1, 0). Their interpolation (with both weights equal to 0.5 for
convenience) is (0.5, 0.5, 0). Applying algorithm RGB_To_HSV (Fig. 13.33) to this result,
we have (60°, 1, 0.5). Now, representing red and green in HSV, we have (0°, 1, 1) and
(120°, 1, 1). But interpolating with equal weights in HSV, we have (60°, 1, 1); thus, the
value differs by 0.5 from the same interpolation in RGB.

As a second example, consider interpolating red and cyan in the RGB and HSV
models. In RGB, we start with (1, 0, 0) and (0, 1, 1), respectively, and interpolate to (0.5,
0.5, 0.5), which in HSV is represented as (UNDEFINED, 0, 0.5). In HSV, red and cyan are
(0°, 1, 1) and (180°, 1, 1). Interpolating, we have (90°, 1, 1); a new hue at maximum value
and saturation has been introduced, whereas the *‘right’” result of combining equal amounts
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of complementary colors is a gray value. Here, again, interpolating and then transforming
sives different results from transforming and then interpolating.

For Gouraud shading, any of the models can be used, because the two interpolants are
senerally so close together that the interpolation paths between the colors are close together
45 well. When two images are blended—as in a fade-in, fade-out sequence or for
sntialiasing—the colors may be quite distant, and an additive model, such as RGB, is
appropriate. If, on the other hand, the objective is to interpolate between two colors of fixed
hue (or saturation) and to maintain the fixed hue (or saturation) for all interpolated colors,
then HSV or HLS is preferable. But note that a fixed-saturation interpolation in HSV or
HLS is nor seen as having exactly fixed saturation by the viewer {WARES7].

13.4 REPRODUCING COLOR

Color images are reproduced in print in a way similar to that used for monochrome images,
hut four sets of halftone dots are printed, one for each of the subtractive primaries, and
another for black. In a process called undercolor removal, black replaces equal amounts of
cyan, magenta, and yellow. This creates a darker black than is possible by mixing the three
primaries, and hastens drying by decreasing the amounts of cyan, magenta, and yellow ink
needed. The orientation of each of the grids of dots is different, so that interference patterns
are not created. Color Plate I1.15 shows an enlarged halftone color pattern. Our eyes
spatially integrate the light reflected from adjacent dots, so that we see the color defined by
the proportions of primaries in adjacent dots. This spatial integration of different colors is
the same phenomenon we experience when viewing the triads of red, green, and blue dots
en a color monitor.

We infer. then, that color reproduction in print and on CRTs depends on the same
spatial integration used in monochrome reproduction. The monochrome dithering tech-
nigues discussed in Section 13.1 2 can also be used with color to extend the number of
available colors, again at the expense of resolution. Consider a color display with 3 bits per
pixel, one each for red, green, and blue. We can use a2 X 2 pixel pattern area to obtain 125
different colors: each pattern can display five intensities for each of red, green, and blue, by
using the halftone patterns in Fig. 13.8. This results in 5§ X 5 X 5 = 125 color
combinations,

Not all color reproduction depends exclusively on spatial integration. For instance,
xerographic color copiers, ink-jet plotters, and thermal color printers actually mix
subtractive pigments on the paper’s surface to obtain a small set of different colors. In
xerography, the colored pigments are first deposited in three successive steps, then are
heated and melted together. The inks sprayed by the plotter mix before drying. Spatial
integration may be used to expand the color range further.

A related quantization problem occurs when a color image with n bits per pixel is to be
displayed on a display of m < n bits per pixel with no loss of spatial resolution. Here, color
resolution must be sacrificed. In this situation, there are two key questions: Which 2™ colors
should be displayed? What is the mapping from the set of 2" colors in the image to the
smaller set of 2™ colors being displayed?

The simple answers are to usc a predefined set of display colors and a fixed mapping
from image colors to display colors. For instance, with m = 8, a typical assignment 1s 3 bits
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to red an g “ause of ’
i ’abcllegreim ?r?d 2 to blue (bec(‘iusei of the eye’s fower sensitivity to blue). Thus, the 256
gp:e . ﬁ} 1 co ?rs c;]!‘@ all the combinations of eight reds, eight greens, and four bliies ;I
s € values for the red, green, and blue colors se spaced acro 0t
. . ors would be spaced across the rz
hocti of the red, green, and bl : Sp across the range of 0.0 1o
.0 heﬁ;ﬂgj Il‘dtl() scgle, as discussed in Section 13.1.1. For an image with 6 bits per cols 'n
o oy S, - ,
e 04 e\feis ﬁ?r gdch color, the 64 red colors are mapped into one of the eigh
splay. reds, and similarly for the greens. The 64 blue colors are into just fo
bp ; mapped into just fouy
With this soluti : i
pace. e \inl; :;l]t:tlc;‘n';h(zjv‘ve\;er, if all the blue image colors are clustered together in coloy
: , they ail ve displayed as the same blue, whereas isptay
s ingy i & | s , whereas the other three displayable
fu sed. An adaptive scheme would i8 ibili t
igl S take this possibility into ac
o e ’ ‘ 5 possibiity mto account and
Hoa e I[?.Ieglg) Kt};ez '}bldue—\c?i)ue range on the basis of the distribution of values in the ran"c-‘
B aescrioes two approaches of this tvpe: the arity i irid
e oo cat alp o pp { this type: the popularity algorithm and
T 3 ; . .
- ?e popularity algorithm creates a histogram of the image’s colors, and uses the 2
< 5 . ) ! ' s Dy SN e e
ot | [}?:ir::] Ocrcékl);se dm. th(; mapping. The median-cut algorithm recursively fits a box
5 used n the 1mage, splitting the box alone its imensior
median i that dimei TS Y03 ng its longer dimension at the
‘ - bhe recursion ends when 2" boxes h
et In . e : es have been created; the
o O j;g;i:})]ox Is Iused aﬁ the display color for all image colors in the box, The
- m is slower than is the popularity algori e
t algorithm gorithm, but produces ;
Ano?er way of splitting the boxes is described in [WANSS] P " beter oo
reating ¢ ¥ ction i & ‘
oo nggdc}n laa urate color reproduction is much more difficult than is approximating
S. 1spiay momtors can be calibrated to cres ‘ istim :
s pla i , cate the same tristimulus values: the
g})gltl;tep process is des:cnbed in detail in [COWAS3; MEYES3]. The steps arc; to rzfesz;'mt
Camia:i)mdtlcxty coordinates of the monitor phosphors, then to adjust the brightness -‘:;:I
pmducedcor;ltmis ofReach of the monitor guns so that the same white chromaticity is
ed whenever K = G = B, and to i g . .
S determine the appropriate gamma correction for
Makine slidec L
becausel:;g ;hde.s g]r movie film that look exactly like the image on a display is difficult
) any variables are involved. They include the oamm: ion of the d .
o vari: M | € gamma correction of the display an
recordeER;eust?i in the (?lm recorder; the color of light emitted by the CRT in Ifl‘wsyﬁlr::
; tters used in the film recorder: the type of film |
} ; s type of film used; the ity ¢
e n the fi sed; the quality a
o E(eia):urf; ?f ;he de}/e!cypmg chemicals, the length of time the film is in the c:he?nicalz .12::
o i i ‘ .
e ol 0( xg t em;tt‘efi by the bulb in the slide or film projector. Fortunately, all these
CO}Cdlr;. ¢ quantified and controlled, albeit with considerable difficulty ?
with itgnCr(,)a ing the color match on printed materials is also difficult; the printing process
maima;n rig?;trz?iimdé yeij(;;v, ar}d black primaries, requires careful quality C()ntl'()lhl-(;
g and ink flow. The paper texture, absorbancy !
main. trat ! i i » absorbancy, and gloss also affect the
SectmnC(})r;}gh;atmg matéers further, the simple subtractive CMY Colort;nodel discussed i::
9.2, cannot be used directly, because it does intc unt i
n 1 be , $ oes not take into ac 2se
> count thes
m}I)Zl \izit{?ns of the prmFmg process. More detail can be found in [STONS8S] B
e e dll ez'tril:?e care ; taken in color reproduction, the results may not seem to match
ginal. Lighting conditions and reflections from is y -
‘ I the display can cause colors wi
same measured chromaticity coordinates i y atcly. the ot sl
! s to appear to be different. F ately
e m ( chromatic ; . Fortunately, the purpose
o [prodtfgtnon is ‘usually (although not always) to maintain color relationships get\f’cen
ent parts of the image, rather than to make an exact copy ‘
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13.5 USING COLOR IN COMPUTER GRAPHICS

We use color for aesthetics, to establish a tone or mood, for realism, as a highlight, to
fentify associated areas as being associated, and for coding. With care, color can be used
fectively for these purposes. In addition, users tend to like color, even when there is no
yuantitative evidence that it helps their performance. Although cost-conscious buyers may
<«off at color monitors, we believe that anything that encourages people to use computers is

»

inportant!

Careless use of color can make the display less useful or less attractive than a
corresponding monochrome presentation. In one experiment, introduction of meaningless
color reduced user performance to about one-third of what it was without color [KREB79].
Color should be employed conservatively. Any decorative use of color should be subservient
1o the functional use, so that the color cannot be misinterpreted as having some underlying
meaning. Thus. the use of color, like all other aspects of a user-computer interface, must be
tested with real users to identify and remedy problems. Of course, some individuals may
have other preferences, so it is common practice to provide defaults chosen on the basis of
color usage rules, with some means for the user to change the defaults. A conservative
approach to color selection is to design first for a monochrome display, to ensure that color
use is purely redundant. This avoids creating problems for color-deficient users and also
means that the application can be used on a monochrome display. Additional information
on color deficiencies is given in [MEYES8]. The color choices used in the window
managers shown in Color Plates 1.26 through 1.29 are quite conservative. Color is not used
as a unique code for button status, selected menu item, and so forth.

Many books have been written on the use of color for aesthetic purposes, including
[BIRR61]; we state here just a few of the simpler rules that help to produce color harmony.
The most fundamental rule of color aesthetics is to select colors according to some method,
typically by traversing a smooth path in a color model or by restricting the colors to planes
or hexcones in a color space. This might mean using colors of constant lightness or value.
Furthermore, colors are best spaced at equal perceptual distances (this is not the same as
being at equally spaced increments of a coordinate, and can be difficult to implement).
Recall too that linear interpolation (as in Gouraud shading) between two colors produces
different results in different color spaces (see Exercise 13. 10 and Color Plate 11.14).

A random selection of different hues and saturations is usually quite garish. Alvy Ray
Smith performed an informal experiment in which a 16 X 16 grid was filled with randomly
generated colors. Not unexpectedly, the grid was unattractive. Sorting the 256 colors
according to their H, S, and V values and redisplaying them on the grid in their new order
improved the appearance of the grid remarkably.

More specific instances of these rules suggest that, if a chart contains just a few colors,
the complement of one of the colors should be used as the background. A neutral (gray)
background should be used for an image containing many different colors, since it is both
harmonious and inconspicuous. If two adjoining colors are not particularly harmonious, a
thin black border can be used to set them apart. This use of borders is also more effective for
the achromatic (black/white) visual channel, since shape detection is facilitated by the black
outline. Some of these rules are encoded in ACE (A Color Expert), an expert system for
selecting user-interface colors [MEIES8]. In general, it is good to minimize the number of
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different colors being used (except for shading of realistic images).

Color can be used for coding, as discussed in Chapter 9 and illustrated by Color Plate
11.16. However. several cautions are in order. First, color codes can easily carry unintended
meanings. Displaying the earnings of company A as red and those of company B as green
might well suggest that company A is in financial trouble. because ol our learned
associations of colors with meanings. Bright, saturated colors stand out more strongly than
do dimmer, paler colors. and may give unintended emphasis. Two elements of a display that
have the same color may be seen as related by the same color code, even il they are not.

This problem often arises when color is used both to group menu items and to
distinguish display elements. such as different layers of a printed circuit board or VLSI chip;
for example. green display elements tend to be associated with menu items of the same
color. This is one of the reasons that use of color in user-interface elements, such as menus,
dialogue boxes. and window borders, should be restrained. (Another reason is to leave as
many colors as possible free for the application program itself.)

A number of color usage rules are based on physiological rather than aesthetie
considerations. For example, because the eye is more sensitive o spatial variation in
intensity than it is to variation in chromaticity . lines. text. and other fine detail should vary
from the background not just in chromaticity, but in brightness (pereeived intensity) as
well —especially for colors containing blue, since relatively few cones are sensitive 1o blue.
Thus. the edge between two equal-brightness colored areas that differ only in the amount of
blue will be fuzzy. On the other hand, blue-sensitive cones spread out farther on the retina
than do red- and green-sensitive ones, so our peripheral color vision is better for blue (this is
why many police-car flashers are now blue instead of red).

Blue and black differ very little in brightness. and are thus a particularly bad
combination. Similarly. vellow on white is relatively hard to distinguish, because both
colors are quite bright (see Exercise 13.11). Color plates 1.28 and 1.29 show a very effective
use of yellow to highlight black text on a white background. The yellow contrasts very well
with the black text and also stands out. In addition. the yellow highlight is not as
overpowering as a black highlight with reversed text (that is. with the highlighted text in
white on a black highlight), as is common on monochrome displays.

White text on a blue background provides a good contrast that is less harsh than white
on black. It is good to avoid reds and greens with low satration and luminance, as these are
the colors confused by those of us who are red—green color blind, the most common form
of color-perception deficiency. Meyer and Greenberg describe effective ways to choose
colors for color-blind viewers [MEYESS].

The eye cannot distinguish the color of very small objects, as already remarked in
connection with the YIQ NTSC color model, so color coding should not be applied to small
objects. In particular, judging the color of objects subtending less than 20 to 40 minutes of
arc is error-prone |BISH60, HAEU76]. An object 0.1 inches high, viewed from 24 inches
(a typical viewing distance) subtends this much arc, which corresponds to about 7 pixels of
height on a 1024-line display with a vertical height of 15 inches. Itis clear that the color of a
single pixel is quite difficult to discern (see Exercise 13.18).

The perceived color of a colored area is affected by the color of the surrounding area, as
is very evident in Color Plate 11.13: this effect is particularly problematic it colors are used
to encode information. The effect is minimized when the surrounding areas are some shade
of gray or are relatively unsaturated colors.

Exercises 603

The color of an area can actually affect its perceived size. Cleveland i.il'ltl ML‘(?II”
discovered that a red square is perceived as larger than is a green square of equal size
(CLEV83]. This effect could well cause the viewer to attach more importance to the red
square than o the green ones. ‘

If a user stares at a large arca of highly saturated color for several .‘iL‘CUIIldS and l?lL‘ﬁ
looks elsewhere, an afterimage of the large area will appear. This effect is disconcerting.
and causes eye strain. Use of large areas of saturated colors is hence unwise. Also, large
areas of different colors can appear to be at different distances from the viewer, hcc;l_usc liTc
index of refraction of light depends on wavelength. The eye changes its Iifcu.q as li_‘.c viewer's
onze moves from one colored area to another. and this change in focus gives the impression
of differing depths. Red and blue, which are at opposite ends of the spectrum, have the
I d appearing closer and blue more distant. Henee,

strongest depth-disparity effect, with re : _
bjects and red for the background is unwise: the

simultancously using blue for foreground of
converse is fine. o . .
With all these perils and pitfalls of color usage, is it surprising that one of our

. aevativelv?
first-stated rules was to apply color conservatively®

13.6 SUMMARY

I'he importance of color in computer graphics will continue to incru;nc. as color monitors
pplications. In this chapter, we have
introduced those color concepts most relevant to compuier graphics: for more information,
cee the vast literature on color, such as [BILL8L: BOYNTY, GREGO6; Hl‘t IN'i'R?’: JUDD75:
WYSZ82]. More background on artistic and aesthetic issues in the use tti L:nk!f in computer
graphics can be found in [FROMS4; MARCR2; MEIESS; MURC H:\],.. 'he thfl!culll
atching the colors appearing on moniors

and color hardcopy devices become the norm in many i

problems of precisely calibrating monitors and m
with printed colors are discussed in [COWA83; STONSS].

EXERCISES

13.1 Derive an equation for the number of inténsities that can be represented by m X m pixel
patterns, where ecach pixel has w bits.

13.2 Write the programs needed 10 gamma-correct a hlack-and-white display through a look-up

table. Input parameters are Y. [y, #
(13.5).

n, the number of intensities desired. and K, the constant in Eqg.

13.3 Write an algorithm to display a pixel array on a bilevel output device. The inputs to the
algorithm are an m X m array of pixel intensitices, with w bits per pixel, and ann X n growth sequence
matrix. Assume that the output device has resolution of m - n X m- .

13.4 Repeat Exercise 13.3 by using ordered dither. Now the output device has resolution m X m . the
same as the input array of pixel intensities.

13.5 Write an algorithm to display a filled polygon on a hilevel device by using an n X 1t filling
pattern. _

13.6 When certain patterns are used 10 fill a polygon being displayed on an interfaced raster display,
con’* bits fall on either the odd or the even scan lines. introducing a slight amount of flicker.

all of the ‘ tGlACRer,
13.5 to permute rows of the n X 1 pattern so that alternate

Revise the algorithm from Exercise
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GV (b)

Fig. 13.41 Results obtained by using intensity level 1 from Fig. 13.8 in two ways
{a) with alternation (intensified pixels are on both scan lines}, and (b) without alternation
{all intensified pixels are on the same scan line)

replications of the pattern will alternate use of the odd and even scan lines. Figure 13.41 shows the
results obtained by using intensity level 1 from Fig. 13.8, with and without this alternation.

13.7 Given a spectral energy distribution, how would you find the dominant wavelength, excitation
purity, and luminance of the color it represents?

13.8 Plot the locus of points of the constant luminance values 0.25, 0.50, and 0.75, defined by ¥ =
0.30R + 0.59G + 0.118B, on the RGB cube, the HLS double hexcone, and the HSV hexcone,

13.9 Why are the opposite ends of the spectrum in the CIE diagram connected by a straight line!

13.10 Express, interms of R, G, and B: the / of YIQ, the V of HSV, and the L of HSL. Note that /.
V, and L are not the same.

13.11 Calculate in YIQ color space the luminances of the additive and subtractive primaries. Rank
the primaries by luminance. This ranking gives their relative intensities, both as displayed on a
black-and-white television and as perceived by our eyes.

13.12 Discuss the design of a raster display that uses HSV or HLS, instead of RGB, as its color
Specification.

13.13 In which color models are the rules of color harmony most easily applied?
13.14 Verify that Eq. (13.27) can be rewritten as Eq. (1329 whenR=G =B = |,

13.15 If the white color used to calculate C,, Cy. and Gy, in Eq. (13.29) is given by x,, y,. and ¥,
rather than by X,,, ¥,,, and Z,, what are the algebraic expressions for C,, Cy, and C,?

13.16 Rewrite the HSV-to-RGB conversion algorithm to make it more efficient. Replace the
assignment statements for p, g, and 7 with: vs = y # s; vsf=vs«fip=v—vs;g=v—vsft=p+
vsf. Also assume that R, G, and B are in the interval {0, 255], and see how many of the computations
can be converted to integer.

13.17 Write a program that displays, side by side, two 16 X 16 grids. Fill each grid with colors. The
left grid will have 256 colors randomly selected from HSV color space (created by using a
random-number generator to choose one out of 10 equally spaced values for each of H, S, and V). The
right grid contains the same 256 colors, sorted on H, S, and V. Experiment with the results obtained
by varying which of H, S, and V is.used as the primary sort key.

13.18 Write a program to display on a gray background small squares colored orange, red, green,
blue, cyan, magenta, and yellow. Each square is separated from the others and is of size n X n pixels,
where n is an input variable. How large must n be so that the colors of each square can be
unambiguously judged from distances of 24 and of 48 inches? What should be the relation between
the two values of n7 What effect, if any, do different background colors have on this result?

13.19 Calculate the number of bits of look-up—table accuracy needed to store 256 different intensity
levels given dynamic intensity ranges of 50, 100, and 200.

13.20 Write a program to interpolate linearly between two colors in RGB, HSV, and HSL. Accept
the two colors as input, allowing them to be specified in any of these three models.

14

The Quest for
Visual Realism

In previous chapters, we discussed graphics techniques winv@olvmg Slfﬁ)p‘le ?gh?mj T3€E)
primitives. The pictures that we produced, f;uch as the wireframe ghouse; 0~ tdpe(::ami
%spresenl objects that in real life are Signihcami}{ moreicompl‘ex in ‘bot ‘strﬁg \:ir(m o
appearance. In this chapter, we introduce :r; Dmcreas:ngly important applica ,

g sr eraphics: creating realistic images of 3D scenes.

wn“%tﬁii %:df ?;;:i.ﬁli(;‘ imaZe‘? In what sense a picture, whether pajllted, pﬁotograph(fiik;‘(}r
computer-generated, can be said to be “realisticf’ is a sx{bject of mt{ch schf)laii‘ly cf ;1}:
[HAGES6]. We use the term rather broadly to rf;f@r to a picture that Cdpt‘tlft‘%s rpan(}: 0 e
effects of light interacting with real physical objects. Thus, we treat feahstlﬁ 1maf,?s£) {ng
continuum and speak freely of pictures, and of the techniques used to create t em{, ds e; g
“more’” or ‘““less’ realistic. At one end of the comir.mum are examples of w}mt 1; oﬁtcig
called photographic realism (ot photorealism). Tk}ese pictures attempt to :synthemz}?t (; ' etg
of light intensities that would be focused on the film plhane ofa camera 'am(ned‘at ht e o J?'Cd ¢
depizted. As we approach the other end }(;f”th(c; continuum, we find images that provide
3 { f the visual cues we shall discuss. ~
5”“‘;2::’::}3;33: li::; in mind that a more realistic picture is nf)t neCfessarily amore desnrabl.é
or useful one. If the ultimate goal of a picture is to convey information, then a plff\tur@ tlqu‘at n:s
free of the complications of shadows and reﬁe'ction.s may well b.e n?ore‘ sqcces’sfulht ‘dze‘z
tour de force of photographic realism. In additlon,'m many apphc?uonsv of t‘h‘e t;:fc niq t;)
outlined in the following chapters, reality is intentionally altered for aesthetl(,. e ec;i or
fulfill a naive viewer’s expectations. This is done for the same reasons tbz}t sqenee: ction
films feature the sounds of weapon blasts in outer space—an 1rpp0331b111ty ml‘a }:’dcuutr:.
For example. in depicting Uranus in Color Plate 11.20, Blinn shined an extra light on the
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